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In this work, we present a new method, based on Feynman-like diagrams, for computing the
effective Hamiltonian of driven nonlinear oscillators. The pictorial structure associated with each
diagram corresponds directly to a Hamiltonian term, the prefactor of which involves a simple count-
ing of topologically equivalent diagrams. We also leverage the algorithmic simplicity of our scheme
in a readily available computer program that generates the effective Hamiltonian to arbitrary order.
At the heart of our diagrammatic method is a novel canonical perturbation expansion developed
in phase space to capture the quantum nonlinear dynamics. A merit of this expansion is that it
reduces to classical harmonic balance in the limit of ~ → 0. Our method establishes the foun-
dation of the dynamic control of quantum systems with the precision needed for future quantum
machines. We demonstrate its value by treating five examples from the field of superconducting
circuits. These examples involve an experimental proposal for the Hamiltonian stabilization of a
three-legged Schrödinger cat, modeling of energy renormalization phenomena in superconducting
circuits experiments, a comprehensive characterization of multiphoton resonances in a driven trans-
mon, a proposal for an novel inductively shunted transmon circuit, and a characterization of classical
ultra-subharmonic bifurcation in driven oscillators. Lastly, we benchmark the performance of our
method by comparing it with experimental data and exact Floquet numerical diagonalization.
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I. INTRODUCTION AND MOTIVATION

The nonlinear oscillator driven by a sinusoidally time-
varying force, whose archetype is the driven pendu-
lum, is a rich playground of diverse dynamical behav-
iors that include bifurcation and chaos [1, 2]. Latest
advances in quantum electrodynamics with Josephson
circuits (cQED) transpose century-old, classical nonlin-
ear dynamical phenomena into a new quantum regime.
This results from the property of the Josephson junc-
tion to behave at dilution refrigerator temperatures as
an extremely fast non-dissipative pendulum-like electro-
magnetic oscillator. Quantum-limited amplification [3–
6] for high-fidelity readout [7], fast parametric gates for
bosonic codes [8, 9], and the generation and stabiliza-
tion of non-classical states like Schrödinger cat states [10]
and Gottesman-Kitaev-Preskill (GKP) states [11] are ex-
amples of processes taking place in this new quantum
regime.

The Hamiltonian of the generic driven nonlinear oscil-
lator can be written as

Ĥ(t)

~
= ωoâ

†â+
∑
m≥3

gm
m

(â+ â†)m

− iΩd(â− â†) cosωdt,

(1)

where ωo and gm � ωo are the natural frequency and m-
th rank nonlinearities of the oscillator, â is the bosonic
annihilation operator, and the drive is specified by its am-
plitude Ωd and frequency ωd. In the context of cQED, the
Hamiltonian Eq. (1) represents a charge-driven Joseph-
son circuit with a single degree of freedom, whose hard-
ware design determines the nonlinear constants gm.1

The Hamiltonian Eq. (1) gives rise to a variety of dy-
namical processes with no static counterpart. Their rel-
ative strengths can be adjusted in situ by the drive am-
plitude Ωd and frequency ωd. Remarkably, in the per-
turbative regime, to be defined rigorously below, these
processes can be described by time-independent effective

1 In certain devices, and to a certain extent, these coefficients are
tunable in situ by the magnetic flux threading the loops of the
circuit.

Hamiltonians. We now illustrate this claim by describ-
ing two simple examples whose exact calculation will be
treated in the rest of the work.

Example I: the Kerr-cat qubit Hamiltonian. We first
consider the case where we limit the range of nonlinearity
rank to g3 and g4. This situation can be obtained in
practice with a SNAIL circuit [12] operating with non-
zero external magnetic flux. When the drive frequency
ωd is tuned in the vicinity of 2ωo, the system undergoes a
period-doubling bifurcation. In the quantum regime, the
effective ground state of the system will be doubly quasi-
degenerate and exhibit a Schrödinger cat manifold (see
Figure 1 (a) and [10, 13]). Under a frame transformation

amounting to â → âe−i
ωd
2 t + ξe−iωdt + O(1/ωd) with

ξ ≈ 4iΩd

3ωd
,2 we arrive at an effective time-independent

Hamiltonian

K̂ ωd
2

~
= ∆â†â+

3g4

2
â†2â2

+ g3ξ
∗â†2 + g3ξâ

2 +O
( 1

ωd

) (2)

where ∆ = ωo − ωd

2 + 3g4 + 6g4|ξ|2. The subscript in
the Hamiltonian Eq. (2) indicates the rotating frame to
which the oscillator is transformed. Here we only ex-
plicitly display the terms under the rotating wave ap-
proximation (RWA) in the frame transformation and the
effective Hamiltonian — the terms beyond RWA terms
at O(1/ωd) can be obtained using either the method we
introduce later in the text or other high-frequency expan-
sions [14]. The Hamiltonian Eq. (2) has received lately
theoretical and experimental attention in the context of
quantum information processing [10, 13].

The emergence of the effective time-independent
Hamiltonian Eq. (2) from the time-dependent Eq. (1)
can be understood from diagrams that have been previ-
ously proposed [6, 15, 16]. In this way, the static effective
squeezing term g3ξ

∗â†2 in Eq. (2) corresponds to the di-
agram

. (3a)

This diagram should be read in the usual “Feynman dia-
gram” manner: each diagrammatic element corresponds
to a factor that is multiplied with other factors to give
the term corresponding to the whole. The diagram illus-
trates an harmonic mixing process: a 3-wave interaction,
which stems from the 3rd rank nonlinearity of the oscil-

lator, takes in a drive excitation at frequency ωd and

generates two resonant excitations of the oscillator ,
which are at frequencies in the vicinity of the oscillator’s

2 Here Ωd is taken to be O(ωd) and thus ξ to be O(1).
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(a)

(b)

FIG. 1. Wigner functions of the ground state manifold
for a driven nonlinear oscillator with nonlinearities g3/ωo =
0.04, g4/ωo = 0.003 under different driving conditions. They
are obtained by numerical diagonalization. Panel (a) corre-
sponds to Eq. (2) with ωd/ωo = 1.996 and Ωd/ωo = 0.2. The
ground states are two perfectly degenerate Schrödinger cat
states. Panel (b) corresponds to Eq. (4) with ωd/ωo = 1.481
and Ωd/ωo = 0.7. The ground states are three-fold nearly
degenerate comprising three-legged cat-like states.

natural frequency, i.e., ωd/2 ≈ ωo. The corresponding
term has a net zero frequency oscillation and thus be-
longs to the effective time-independent Hamiltonian.

Similarly, the Kerr nonlinearity 3g4
2 â†2â2 can be repre-

sented by the diagram

, (3b)

in which a 4-wave interaction, which stems from the 4th
rank nonlinearity of the oscillator, intakes two resonant
excitations and produces two resonant excitations of the
oscillator.

Example II: three-legged cat Hamiltonian. Our second
example consists of another type of bifurcation that re-
quires more involved diagrams. When the same hardware
described above is submitted to a drive with frequency ωd
in the vicinity of 3ωo/2, the system undergoes a period-
tripling bifurcation. The effective ground state be-
comes triply quasi-degenerate and exhibits a three-legged
Schrödinger cat manifold (see Fig. 1 (b)). Under a frame

transformation amounting to â → âe−i
2
3ωdt + ξe−iωdt

+O(1/ωd) where ξ ≈ 9iΩd

5ωd
, Eq. (1) transforms into an-

other time-independent Hamiltonian capturing this effec-

tive dynamics

K̂ 2
3ωd

~
= ∆â†â+

(3g4

2
− 5g2

3

ωd

)
â†2â2

+
(195g3

3

4ω2
d

− 165g3g4

8ωd

)
ξ2â†3 + h.c.

+O
(

1

ω3
d

)
,

(4)

where ∆ = ωo − 2ωd

3 + 3g4 − 10g23
ωd

+ (6g4 − 180g23
7ωd

)|ξ|2 +

O( 1
ω2

d
). The threefold symmetry emerges from the “be-

yond RWA” term ξ2â†3, which, in this condition, is reso-
nant. The three-legged cats emerging from Hamiltonian
in the form of Eq. (4) have also received theoretical and
experimental attention recently for quantum information
processing [17–19].

From the diagrammatic heuristics, the beyond RWA
terms in Eq. (4) can be understood as cascaded diagrams.

For example, the term (
195g33
4ω2

d
− 165g3g4

8ωd
)ξ2â†3 corresponds

to the diagrams

(5)

in which three 3-wave “mixing vertices”, nicknamed
“mixers” in the following, are cascaded together to form
the first diagram and a 3-wave and a 4-wave mixers are
cascaded together to form the second. Each of the dia-
grams intakes two drive excitations and produces three
resonant excitations of the oscillator. However, it is
not easy to see how does the negative sign in − 165g3g4

8ωd

emerges from the diagrams above. This problem points
to the limitations of the heuristic diagrams, which have
only interpretational role instead of being a calculational
tool.

Beyond heuristic diagrams. Can the heuristic dia-
grams that we have presented in these two examples be
formalized as components of a systematic procedure? In
this article, we answer positively to this question and con-
struct a standalone diagrammatic method to efficiently
compute effective static Hamiltonian of driven nonlinear
oscillators. At the level of pen and paper, our formaliza-
tion of the diagrammatic heuristics leads to the complete
list of Hamiltonian terms at any order. Their prefactors
involve the simple counting of topologically equivalent
diagrams. Because the analytical work becomes tedious
as order in perturbation is increased, we also provide a
ready-to-use computer program to generate the full ex-
pansion to any order [20]. We validate the approach by
benchmarking our results against numerical simulation
and experimental data. We also use it to explain and
predict novel phenomena in the context of cQED.
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The rest of the article is divided into two main parts:
First, in Sections II to V, we formally introduce the di-
agrammatic formulation. In Section VI we apply the
diagrammatic method to analyze particular systems in
cQED. Specifically, in Section II we discuss the Hamil-
tonian of a generic driven nonlinear oscillator and the
required frame transformations to prepare it for the per-
turbative analysis. In Section III, we derive our diagram-
matic expansion from a novel quantum averaging per-
turbation method named as quantum harmonic balance
(QHB). This method is developed in phase space that
puts classical and quantum dynamics on equal footing
while highlighting their difference arising from order-~
corrections to the classical Poisson bracket. By carry-
ing out QHB iteratively to lowest orders, we derive the
rules for operating and evaluating diagrams from those
of an algebra. In Section IV, we present the diagram-
matic method in an axiomatic and non-iterative form,
which provides a succinct and compact recipe. In Sec-
tion V, we discuss the general form of the effective Hamil-
tonian, the extension of the diagrams to multi-mode and
multi-tone nonlinear oscillators, its extension to open
quantum systems described by the effective Lindbladian,
the necessary conditions and limits of choosing a spe-
cific rotating frame to construct the diagrams, and the
relation between our diagrammatic method and other
Floquet methods. In Section VI A we use diagrams to
compute the effective Hamiltonian governing the three-
legged Schrödinger cat as an illustrative example. In Sec-
tion VI B, we compute the energy renormalization of a
multi-mode superconducting circuit, which consists of a
cavity coupled to a transmon, and show good agreement
with experimental data. In Section VI C, we provide a
systematic characterization of multiphoton resonance in
Josephson circuits, which limits most of the readout and
pumping schemes in cQED. These processes lacked an
analytical description until our work. We validate these
description with the exact Floquet numerical diagonal-
ization and comment on the relationship between the de-
scriptions in terms of an effective static Hamiltonian and
the quasienergies provided by Floquet diagonalization.
In Section VI D, we propose a circuit, the inductively-
shunted transmon (IST), to mitigate the multiphoton
resonance. In Section VI E, we characterize the gen-
eral ultra-subharmonic bifurcation process that occurs
in a driven nonlinear oscillator, which has important im-
plications in the design of bifurcation-based amplifiers,
Schrödinger-cat logical qubits, and readout schemes. In
Section VII we conclude our work and discuss future di-
rections.

II. THE SYSTEM OF INTEREST

In this section, we formally introduce the system of in-
terest, its inherent perturbative structure, and the frame
transformations to prepare it for the perturbation analy-
sis. We write the general Hamiltonian of a driven quan-

tum oscillator as

Ĥ(t) =
p̂2

2µ
+ Û(q̂) + f cos (ωdt)q̂, (6)

where µ is the mass of the oscillator, q̂ and p̂ are the
conjugate position and momentum coordinates satisfying
[q̂, p̂] = i~. The function Û(q̂) is the nonlinear potential
of the oscillator, which we assume to have the form of

Û(q̂) =
∑
m≥2

cmq̂
m

when Taylor expanded around the potential minimum at
q = 0. Here the coefficients c2 = 1

2µω
2
o and cm>2 de-

fine the harmonic and anharmonic parts of the oscillator
potential respectively, where ωo is the small-oscillation
frequency of the oscillator. The parameters f and ωd in
Eq. (6) are respectively the strength and frequency of the
external drive.3

The Hamiltonian Eq. (6) can be re-expressed in a
bosonic basis as

Ĥ(t) =ωoâ
†â+

∑
m≥3

gm
m

(â+ â†)m

+ Ωd(â+ â†) cos(ωdt),

(7)

where we have defined the scaled bosonic coordinates

â, â† with â =
√
~

2

(
q̂
qzps

+ i p̂
pzps

)
, and qzps =

√
~/2µωo

and pzps =
√

~µωo/2 are the zero-point-spreads of the
corresponding coordinates. Here, we impose the commu-
tator [â, â†] = ~ to explicitly track the quantum correc-
tions to the classical driven nonlinear dynamics. Rescal-
ing the coordinates, such that [â, â†] = 1, yields the stan-
dard bosonic ladder operators used in Eq. (1). The co-
efficient gm = mcm~ωo

4c2~m/2 q
m−2
zps in Eq. (7) is the m-th rank

nonlinearity of the oscillator and Ωd = fqzps/
√
λ is the

drive amplitude.
We further perform a frame transformation amounting

to â→ âe−iω
′
ot+ξe−iωdt, where ξ = Ωdωo

ω2
o−ω2

d
(see footnote4

and Appendix C for details), to bring the pertinent non-
linear process into focus. The transformed Hamiltonian
reads

Ĥ(t) = δâ†â+
∑
m≥3

gm
m

(âe−iω
′
ot + â†eiω

′
ot

+ ξe−iωdt + ξ∗eiωdt)m,

(8)

3 Unlike in Eq. (1), in Eq. (6) features a drive that couples to
the position degree of freedom, which is more natural for a
driven mechanical oscillator. This choice does not affect qual-
itatively our treatment and we address any change arising from
the momentum-coupling usually found in superconducting cir-
cuits in the following footnote.

4 When the drive couples to the system through the momentum
degree of freedom p̂ as in Eq. (1), we have Ωd =

√
λfpzps and

ξ = iΩdωd

ω2
d
−ω2

o
in Eq. (8), with no further change in the rest of the

treatment.
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where δ = ωo − ω′o. We note that the choice of ω′o con-
tains a priori knowledge on the rotating frame in which
the nonlinear process of interest occurs. For example, in
the Kerr-cat and three-legged cat systems in Section I,
ω′o is respectively taken to be ωd/2 and 2ωd/3, corre-
sponding to the dominant ultra-subharmonics generated
from the drive in a period-doubling and a period-tripling
bifurcation. This relevant frame, which is discussed in
more detail in Section V D, is usually some p/q-th ultra-
subharmonic of the drive that is near-resonant with the
oscillator, i.e. δ = ωo − pωd/q � ωo ∼ ωd for some inte-
gers q, p. For now, we assume there is only one such frame
containing nontrivial nonlinear processes. The treatment
for multiple nontrivial nonlinear processes coexisting will
be discussed later in the text.

The Hamiltonian Eq. (8) constitutes the starting point
of the perturbative analysis underlying the diagrammatic
method. Our perturbative parameters are δ and gm’s.
We also demand the oscillator to be in the weakly excited
quantum regime, which translates into the nonlinearities
obeying the perturbative structure:

~m
2

~ωo
|ξ|gm+1

<∼
~m

2

~ωo

√
〈â†â〉gm+1 �

~m
2

~ωo
gm � 1, (9)

where 〈â†â〉 is the expectation value of the pertinent
quantum states over the operator â†â. Note that with
non-zero gm’s, only the Fock states below a certain ex-
citation number satisfy the above perturbative condition
and our treatment is restricted to them. Recalling the
definition of gm ∼ mcm~ωo

4c2~m/2 q
m−2
zps , it is then convenient

to introduce the notation gm = O(qm−2
zps ) and use qzps

to count the perturbative order of terms in Eq. (8) and
the subsequent perturbative expansion. For detuning
δ � ωo and effective drive strength ξ = Ωdωo

ω2
d−ω2

o
, we assign

the perturbative order O(qzps) and O(q0
zps), respectively.

We also remark that in the case of multiple modes or
drives, one still obtains a Hamiltonian in the transformed
frame resembling Eq. (8), but with more participants in
the multinomial expansion. The diagrammatic rule de-
rived for single mode problem can be extended to the
multi-mode or multi-tone cases, which we discuss in Sec-
tion V B.

III. QUANTUM HARMONIC BALANCE
APPROACH TO THE DIAGRAMMATIC

PERTURBATION METHOD

A. Self-consistent perturbation expansion

We are now ready to introduce the perturbation
method underlying our diagrammatic method, which we
refer to as the quantum harmonic balance (QHB) due to
its analogy to the harmonic balance method in classical
nonlinear dynamics [21]. The starting point of the QHB
is the Heisenberg equation of motion for the operator â

submitted to the Hamiltonian Ĥ in Eq. (8):

dtâ = − 1

i~
[Ĥ, â]. (10)

Under the drive, the evolution of â exhibits distinct time-
scales: a slow evolving dynamics on the time-scale of δ
and gm/~

m
2 −1, and a fast oscillating one comparable to

the drive oscillation at frequency ωd. In many driven
systems, the nonlinear processes of interest happen on
a relatively slow time-scale5 while the fast dynamics is
considered a secondary “micromotion”. While this sepa-
ration of time-scales provides simplification in describing
the driven nonlinear dynamics, it is important to recog-
nize that the slow dynamics and the micromotion couple
to each other through the oscillator’s nonlinearity. There-
fore, the goal here — as in high frequency perturbation
theories in general [14] — is to seek a frame transforma-
tion placing the relevant dynamics at the forefront. In
this frame, we denote the transformed bosonic operators
as Â and Â†. If their dynamics is generated by a time-
independent “Kamiltonian” K̂ through the equation of
motion:

dtÂ = − 1

i~
[K̂(Â, Â†), Â], (11)

we then call K̂ as the static effective Hamiltonian. It is
important to note that, when writing Eq. (11), we have
made the assumption that the frame transformation pre-
serves the form of the equation of motion and the sym-
plectic structure, i.e., [Â, Â†] = [â, â†] = ~. These as-
sumptions imply the canonicity of the frame transforma-
tion, which is a critical feature of our method. Later in
the text, we will provide verification and discuss this in
greater detail.

To find the effective Hamiltonian K̂, we define η̂ =
η̂(Â, Â†, t) such that the original frame and the sought-
after one are related by

â = Â+ η̂(Â, Â∗, t). (12)

With this transformation, Eq. (10) can be rewritten as

1

i~
[K̂, Â]− ∂tη̂ +

1

i~
[K̂, η̂] =

1

i~
[Ĥ, â]

∣∣∣ â = Â+η̂

â†= Â†+η̂†
, (13)

where, on the left-hand side of the equation, we have used
the Heisenberg equation of motion for Â and η̂. The task
now is to perturbatively solve Eq. (13) for K̂ and η̂ that
satisfy the equation at each order of the perturbative
parameter.

Prior to performing the explicit computation, it is im-
portant to note that our perturbative analysis will be

5 For instance, the Rabi oscillation frequency between two nearby
levels in a quantum nonlinear system is usually much lower than
the Larmor frequency inducing the transition.
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developed in phase space rather than Hilbert space. To
facilitate this approach, we introduce the Husimi trans-
form H, a modification of Wigner transform [22–24], that
transforms physical quantities in the Hilbert space to
the Husimi Q phase space. Comparing with the Hilbert
space formulation that operates via matrix algebra, the
phase-space formulation of quantum mechanics operates
by taking partial derivatives of phase-space functions and
thus lends itself more naturally to a diagrammatic rep-
resentation that features quantum corrections to clas-
sical results.6 Moreover, the Husimi Q representation
is chosen, among other isomorphic representations of
the phase-space formulation, because it privileges the
normal-ordering of operators in Hilbert space, a conve-
nient choice for studying quantum nonlinear dynamics
[24].

Specifically, applying the Husimi transform H to
Eq. (13) yields:

{{K̃, Ã}}Ã,Ã∗ − ∂tη̃ + {{K̃, η̃}}Ã,Ã∗ = {{H̃, ã}}
∣∣∣ ã = Ã+η̃

ã∗= Ã∗+η̃∗
,

(14)

with the Husimi transform obeying the properties

H(f̂) = f̃ , H(f̂ ĝ) = f̃ › g̃,

H

(
1

i~
[f̂ , ĝ]

)
= {{f̃ , g̃}} =

1

i~
(f̃ › g̃ − g̃ › f̃),

(15)

where Hilbert-space operators f̂ , ĝ are transformed to
phase-space functions f̃ and g̃. We have here introduced
the symbol {{ , }} which stands for the Husimi bracket
(a modification of Moyal’s bracket [22]). Crucial to
this scheme, the bidifferential operator › (a modification
of Groenwold’s star-product [22, 23]) is the underlying
product of this phase-space algebra and is defined as

f̃ › g̃ = f̃ exp
(
~
←−
∂ ã
−→
∂ ã∗

)
g̃

=
∑
k≥0

~k

k!
f̃ (
←−
∂ ã
−→
∂ ã∗)

kg̃

= f̃ g̃ + ~∂ãf̃∂ã∗ g̃ + · · · .

(16)

When we subscript a Husimi bracket, for example as
{{ , }}Ã,Ã∗ , it is evaluated over the subscript phase space

complex coordinates. From a normal-ordered operator f̂ ,

the phase-space function f̃ = H(f̂) is obtained readily by
replacing its arguments â and â† by (now commuting)
arguments which are complex scalars ã and ã∗. Con-

versely, the operator f̂ = H−1(f̃) can be obtained from f̃

by simply moving the ã∗ factors in f̃ to the left of ã and

6 With the help of bosonic operator identities, developing a dia-
grammatic method in Hilbert space is also possible but many
diagrammatic properties and the relationship between quantum
and classical regimes are obscured.

replacing the phase-space coordinates by their respective
Hilbert space operators, with no other change.

To leading order in ~, the star product defined by
Eq. (16) is just the regular multiplication, and at the
same order, the Husimi bracket is just the Poisson
bracket that generates classical dynamics. Thanks to
the continuous deformation between the phase-space for-
mulation of quantum mechanics and classical mechanics,
via the single continuous real parameter ~ [22], all of the
analysis we develop next can be applied to a classical
driven nonlinear oscillator by taking the limit ~→ 0.

We now plug H̃, the phase-space function associated
with Eq. (8), into the Eq. (14) and rewrite the latter as

∂Ã∗K̃+ i∂tη̃ =
∑
m≥3

eiω
′
otgm

(
(Ã+ η̃)e−iω

′
ot+ (Ã∗+ η̃∗)eiω

′
ot

+ ξe−iωdt + ξ∗eiωdt
)m−1

›

+ δ(Ã+ η̃) + i{{K̃, η̃}}Ã,Ã∗ . (17)

In writing the right-hand side of Eq. (17), we have em-

ployed the chain rule ∂Ã∗(αÃ + βÃ∗)m› = mβ(αÃ +

βÃ∗)m−1
› for constants α and β (see Appendix D for a

proof), and the multinomial expansion with subscript ›

means that any two terms in the expansion are associ-
ated with a star product, which here and in the rest of
the paper is evaluated over Ã and Ã∗.

Our task now is to solve Eq. (17) self-consistently for

the unknowns K̃ and η̃, which appear both in the left-
and right-hand sides of Eq. (17). Similar to the self-
consistent method establishing a mean-field theory, the
procedure is to find the unknowns in an iterative man-
ner: those on the left-hand side of the equation will be
taken to precede those in the right-hand side by one it-
eration round. To ensure unambiguous determination of
K̃ and η̃ at each iteration, we impose two constraints.
First, we require K̃ to be real, so that K̃ in the right-
hand side of Eq. (17) is uniquely determined by ∂Ã∗K̃
on the left-hand side up to an additive constant. We
demonstrate in Appendix F that this requirement does
not over-constrain Eq. (17). Second, we demand η̃ to be
a function that contains only time-dependent terms, i.e.,
η̃ = Rot(η̃) + Sta(η̃) with Sta(η̃) = 0, where Rot(f̃) and

Sta(f̃) denote the rotating and static components of a

given function f̃ . This constraint ensures that η̃ in the
right-hand side of Eq. (17) is uniquely determined by ∂tη̃
on the left-hand side. Later, in Section III F, we relax this
simple but too stringent constraint, and in Section III G,
we introduce a specific Sta(η̃) that is essential to ensure

that the frame transformation ã→ Ã+ η̃ is canonical.
In the rest of this section, we iteratively solve Eq. (17)

in its diagrammatic form so that a systematic diagram-
matic method is developed. Specifically, we introduce
the “bare diagrams” in Sections III B to III D for solving
Eq. (17) to leading orders and under the assumption that
Sta(η̃) = 0. These bare diagrams have a simple graphical
structure that is shared by the complete diagrams, which
we refer as the dressed diagrams, resulting from solving
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Eq. (17) to all orders. The only difference between the
bare and dressed diagrams is that the relevant compo-
nents in the bare diagrams are replaced by the “dressed”
ones, in a way similar to Feynman diagrams. The con-
struction of the dressed components will be discussed in
Sections III E to III G.

B. Introducing the diagrammatic representation

To develop a systematic diagrammatic method, we first
translate Eq. (17), under the constraint of Sta(η̃) = 0,
into diagrammatic form, in which the equation reads

+ =
∑
m≥3

(
+ + + + +

)m−1

›

+ + + ,
(18)

where each diagrammatic element corresponds to an al-
gebraic expression in Eq. (17). The correspondence is:

= ∂Ã∗K̃; = i∂tη̃; = K̃; = gm;

= δ; , = Ã, Ã∗; , = Rot(η̃),Rot(η̃∗);

, = ξe−iωdt, ξ∗eiωdt; , = eiω
′
ot, e−iω

′
ot;

= i{{ , }}.
(19)

Although the diagrams above are inspired by the heuris-
tics introduced in Section I, they are elaborated from rig-
orous algebraic construction. Specifically, each diagram
is rotation invariant, for example,

= = = = Ã; = = e−iωot.

A diagram composed of multiple components has to be
understood as the product of the algebraic expressions

associated with the constituent diagrams.7 For example,

= Ãe−iω
′
ot, = Ã∗eiω

′
ot, = e−iω

′
oteiω

′
ot = 1,

where the first two diagrams are just those in the multi-
nomial expansion of Eq. (18). Likewise, the first two
diagrams in the second line of Eq. (18) correspond to

= eiω
′
otδ(Ãe−iω

′
ot), = eiω

′
otδ

× (Rot(η̃)e−iω
′
ot) .

In the last term of Eq. (18), we have introduced a dia-

gram = i{{ , }} to represent the Husimi bracket.

The dashed boxes should be understood as placehold-

ers, which respectively intake the left and right diagrams

under as the first and second arguments of the

Husimi box. For example,

= eiω
′
oti{{K̃,Rot(η̃)e−iω

′
ot}}.

We remind the reader that our goal is to find both a
time-independent function K̃ and a time-dependent func-
tion η̃ that simultaneously solve Eq. (17). This task now

translates into finding (∂Ã∗K̃) and (i∂tη̃) that solve

Eq. (18) in a self-consistent manner. As written, Eq. (18)

implements a physical picture in which and are

diagrams generated in a “quantum harmonic balance”
(QHB) process. At the heart of the QHB process lies
a “feedback link”, which arises from the self-consistency
requirement, that we now describe in a general manner.

In the right-hand side of Eq. (18), the multinomial
expansion can be understood as frequency mixing fac-
tors. Each mixing factor comprises of an m-wave mixer
of strength gm and intakes m − 1 inputs chosen from
the items inside the parenthesis of Eq. (18). The sec-
ond term in the right-hand side is a 2-wave mixer of
strength δ and intakes one input representing Ãe−iω′ot.
The output of the mixers, after acquiring a phase fac-

tor eiω
′
ot through , contributes to and on the

left-hand side. By construction, the former collects the
time-independent parts and the latter collects the fast-

oscillating ones. The element subsequently determines

7 Our diagrammatic method actually involves non-commutative
products, an important specificity treated later. At this time,
for the simple case treated here, the products can be taken as
commutative.
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and in the right-hand side, which we inter-

pret as new inputs feeding back into the mixing processes.
As the self-consistent feedback proceeds, the solution of

and , each of which is a sum of diagrams, corre-

sponds to those that stabilize this feedback link.8

Under the perturbative regime, we take as an ansatz
for the self-consistent solution of Eq. (18):

=
∑
n>0

(n)
, =

∑
n>0

(n)
, (20)

where the superscript (n) denotes the perturbation order
in qzps. By taking into account the feedback link itera-

tively with the initial condition (0) = 0 and (0) = 0,

one can compute (n) to arbitrary order. Consequently,

contains all the time-independent diagrams generated

from the right-hand side of Eq. (18) up to that order and
all the diagrams at the order above.9 In the language
of frame transformation ã = Ã + η̃ discussed in the be-
ginning of this section, the constructed frame generating

function η̃, which is related to (i∂tη), then captures

all the micromotion up to this order, while the effective
Hamiltonian K̃ in this frame, which is determined by

(∂Ã∗K̃), is time-independent up to this order.

We are now ready to execute the self-consistent method
described above, introducing the pertinent diagrams that
arise at each order and establishing their evaluation rules.

C. Enter the bare diagrams: order 1

Starting at the first order, the type of diagram that
comes into play is the bare diagram, where the last two
terms in Eq. (18) do not participate. In particular, re-

calling = δ is of order 1 in qzps and = gm is of

order m− 2, Eq. (18) at this order reads

+ =

(
+ + +

)2

›

+ ,

(21)

where we take each element in the parenthesis to be
O(q0

zps). We first note that the last diagram in Eq. (21)

8 The feedback link also involves the last two terms in Eq. (18)
which are yet to be discussed. As will become clear soon, they
can be understood as “dressing” the quantum harmonic balance
process.

9 If iteration is executed to infinite order, is strictly time-

independent provided the series converge. If the self-consistent
iteration stops at a finite order, this term contains higher-order
time-dependent terms to balance Eq. (18).

is evaluated as δÃ, which is a direct consequence of the
rotating frame at ω′o, featured in Eq. (8), being detuned
from the frequency of the oscillator ωo = ω′o+δ. This di-
agram represents a linear process that exists even in the
absence of any nonlinearity gm. For the nonlinear part,
i.e. the binomial expansion in the right-hand of Eq. (21),
we diagrammatically carry it out by picking two elements
within the parenthesis and appending each as an input
to the 3-wave mixer in an ordered manner. Specifically,
the binomial expansion yields 16 diagrams:

+ + + + + + +

+ + + + + + + + ,

(22)

where › in each 3-wave mixer indicates the product
among the underlying inputs; we have also suppressed
both the trivial phase factor associated with each arrow
in Eq. (21) and the mixer label g3, which can be inferred
from the number of inputs. The types of the inputs are

indicated by the associated arrows: represents the res-

onant excitation of the oscillator at frequency ω′o and
represents the drive excitation at frequency ωd; an excita-
tion traveling into/away from the mixer adds/subtracts
the corresponding frequency from the mixer. The out-
put, at frequency ωout for each process, travels away from
the mixer and acquires a phase-offset through . The

output frequency ωout can be read off from the diagram
directly by imposing frequency conservation at the mixer
element; For example, the first output frequencies of the
first two diagrams in Eq. (22) read ωout = 2ω′o, 0, respec-
tively.

A diagram in the form of Eq. (22) is called a bare
diagram. It is evaluated by multiplying the factor(s) as-
sociated with its constituent elements (see Eq. (19)). Im-
portantly, because › is a non-commutative product, we
choose to read off the diagram counterclockwise starting
from the phase-offset at the output. With these rules,

Eq. (22) is evaluated as

g3e
−iω′otÃ › Ã+ g3e

iω′otÃ › Ã∗ + g3e
−iωdtÃ › ξ

+ g3e
iωdtÃ › ξ∗ + g3e

iω′otÃ∗ › Ã+ g3e
i3ω′otÃ∗ › Ã∗

+ g3e
i(2ω′o−ωd)tÃ∗ › ξ + g3e

i(2ω′o+ωd)tÃ∗ › ξ∗

+ g3e
−iωdtξ › Ã+ g3e

i(2ω′o−ωd)tξ › Ã∗

+ g3e
i(ω′o−2ωd)tξ › ξ + g3e

iω′otξ › ξ∗

+ g3e
iωdtξ∗ › Ã+ g3e

i(2ω′o+ωd)tξ∗ › Ã∗

+ g3e
iω′otξ∗ › ξ + g3e

i(ω′o+2ωd)tξ∗ › ξ∗.

(23)

We note that the phase of each term in Eq. (23) can also

be rewritten in the form of e−i(ωout−ω′o)t, where ωout is
just the frequency of the output from the corresponding
mixer in Eq. (22).
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Collecting the terms with no time dependence in

Eq. (22) determines
(1)

according to:

=



+ + ω′o = ωd/2

+ ω′o = 2ωd

otherwise,

(24)

where the last term in each case above is just the last
term in Eq. (21) and for consistency of style we have also
suppressed the δ symbol inside this diagram and replaced

it with ›. With (1) determined,
(1)

consequently cor-

responds to the remaining diagrams in Eq. (22).

At this point, the effective Hamiltonian K̃(1) at this or-

der can be readily evaluated by integrating (1) (∂Ã∗K̃)

over Ã∗, where the constant of integration, a function
of Ã alone, should be constructed to ensure that K̃(1) is
real. Following this, we find K̃(1) as:

K̃(1) =


g3ξÃ∗2 + g3ξ

∗Ã2 + δÃ∗Ã ω′o = ωd/2

g3ξ
2Ã∗ + g3ξ

∗2Ã+ δÃ∗Ã ω′o = 2ωd
δÃ∗Ã otherwise,

(25)

where we have explicitly carried out the Husimi prod-
uct › in the relevant terms in Eq. (23) according to its
definition in Eq. (15).

The integration of (∂Ã∗K̃) over Ã∗ is also reflected in

the design of the symbol (K̃), which can be thought

as appending (Ã∗) to the symbol after rotating
it. The rotation here is only for typesetting tidiness —
recall that symbols themselves are rotational invariant.

Similarly, can be represented by a set of diagrams

constructed from those constituting with a ap-
pended. For example, at this order we have

(1) =



+ + ωd = 2ωo

+ ωd = ωo/2

otherwise.

(26)

Note that one can alternatively construct the effective
Hamiltonian through the EOM over Ã∗ (instead of that

over Ã as in Eq. (17)) and obtain the corresponding di-

agram (K̃∗). Since the effective Hamiltonian is real,

we have = .
We have so far introduced a set of diagrammatic no-

tations and operations to solve the equation of motion
Eq. (17) up to leading order. Before discussing the sec-
ond order, we will take a detour and present an alter-
native representation of the diagrams discussed thus far.
This new representation explicitly displays the classical
and quantum components of a diagram by expanding the

mixing vertices in the diagram. Therefore, we refer

to this new type of diagrams as the expanded diagrams,

whereas the ones with as the mixing vertices, e.g.

those in Eqs. (22), (24) and (26), are referred to as the
unexpanded diagrams.

To derive the expanded diagrams, we first recall that

the inputs of a mixing vertex are associated by Husimi

product › defined as

f̃ › g̃ =
∑
k≥0

~k

k!
f̃ (
←−
∂Ã
−→
∂Ã∗)

kg̃ (27)

for some generic phase-space functions f̃ and g̃. The clas-
sical component of the Husimi product, i.e. the k = 0
term in Eq. (27), is just an ordinary commutative prod-
uct. The quantum components, i.e. those terms with

k > 0, involve k number of ~
←−
∂Ã
−→
∂Ã∗ bidifferential opera-

tors and introduce the non-commutativity.
With these observations, we can similarly expand each

diagram in Eq. (22) into a classical diagram and quantum
diagrams. For example, the first two diagrams in Eq. (22)
can be expanded as

=

︸︷︷︸
classical

, =

︸︷︷︸
classical

+

︸︷︷︸
quantum

.
(28)

Here, we construct the classical diagram simply by re-

placing the mixing vertex in an unexpanded diagram

with to indicate that its inputs are associated with

a regular commutative product. To construct the quan-
tum diagrams, we diagrammatically interpret each factor

~
←−
∂Ã
−→
∂Ã∗ in Eq. (27) as forming a quantum bond, i.e. the

orange bond in Eq. (28), between two inputs in a classical

diagram. The non-commutativity of ~
←−
∂Ã
−→
∂Ã∗ is reflected

by the directionality of the quantum bond — the arrow
to the left of the bond represents a resonant excitation
traveling into the mixer and is associated with Ã, while
the arrow to the right represents a resonant excitation
traveling away and is associated with Ã∗. It is easy to
verify that, at k-th order in ~, the combinatorial factor
resulting from Eq. (27) equals to the number of configura-
tions with k quantum bonds formed. In the two examples
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in Eq. (28), no quantum bond can be formed in the first
classical diagram, and thus its associated quantum dia-
gram is absent. In the second classical diagram, there is
only one possible configuration for forming such a bond.
Later in the text, we will examine more complicated ex-
amples involving more than two resonant excitations in
a diagram. Since the Husimi product is associative, this
diagrammatic interpretation of Eq. (27) is also applicable
in those more involved cases.

The expanded diagrams are evaluated the same way
as the unexpanded ones but with ordinary multiplication
as the underlying product. In addition, each quantum
bond is associated with a factor of ~ and each pair of
connected arrows associated with a factor of 1. For ex-
ample, Eq. (28) is evaluated as

g3e
−iω′otÃ › Ã = g3e

−iω′otÃ2,

g3e
iω′otÃ › Ã∗ = g3e

iω′otÃ∗Ã+ ~g3e
iω′ot.

(29)

Note that in the case of a commutative product such
as the terms in the right-hand side of Eq. (29), we have

chosen to write the Ã∗-factors to the left of the Ã-factors,
so that the Hilbert space representation can be readily

recovered by replacing Ã with Â, and Ã∗ with Â†.

Lastly, we would like to make two remarks about the
expanded diagram. First, the specific order of the in-
puts of each vertex in an expanded diagram is not rel-
evant since their underlying product is a commutative
ordinary product. Therefore, when evaluating all the
unexpanded diagrams in the effective Hamiltonian, one
can simply evaluate the unordered expanded diagram,
which is the equivalence class of topologically equiva-
lent ordered expanded diagrams that we have treated
thus far, and multiply the result with an additional fac-
tor of the total number of topologically equivalent dia-
grams associated with the unordered diagram. Second,
we note that if one chooses to develop expanded dia-
grams in a different phase-space representation of quan-
tum mechanics (such as the Wigner representation with
Groenewold/Moyal product (?) [25, 26] as the underly-
ing product), the classical diagrams remain unchanged,
whereas the quantum diagrams and the evaluation rules
for their quantum bonds must be adapted accordingly.

D. Enter the off-resonant excitations: order 2

We now return to the task of solving Eq. (18) itera-
tively. At order two, Eq. (18) reads

+ =

(
+ + +

)3

›

+

(
+ + + + +

)2

›

(1)

+ +
(30)

The right-hand side of Eq. (30) is a sum of four terms.
In this subsection, we will first discuss the diagrams ob-
tained by performing the multinomial expansions in the
first two terms. We will subsequently move on to dis-
cuss the last two terms, resulting in dressed diagrams, in
Section III E.

In the first multinomial expansion in the right-hand

side of Eq. (30), a 4-wave mixer mediates the mixing

between three inputs selected from , , , and

. The multinomial expansion results in a sum of 64
bare diagrams, each represented in an unexpanded form.
We evaluate these diagrams using the same approach as
discussed in Section III C, and therefore, do not repeat
the process here.

In the second multinomial expansion, a 3-wave mixer

mediates the mixing between two inputs chosen from

the six terms inside the parentheses. These terms consist
of the four resonant and drive excitations, which we have

discussed, and two new inputs and , which

we will discuss shortly. Furthermore, the superscript (1)
on the parentheses of the second multinomial expansion
selects only first-order terms resulting from the expan-
sion. Thus, the entire mixing process, which involves
another factor g3 = O(qzps), is at second order in qzps.

Let us now consider the two new inputs introduced
in the second multinomial expansion in Eq. (30). For

the first one (Rot(η̃)e−iω
′
ot), it should be under-

stood as being constructed from (i∂tη̃), which to or-

der one are the fast-oscillating diagrams in Eq. (22), by
a time integration10 and a phase-shift. Diagrammati-

10 The integration on i∂tη̃ over time uniquely determines

Rot(η̃)e−iω′ot and leave the static part of η, i.e. Sta(η̃), as a
gauge free to vary. We remind the reader that we have imposed
Sta(η̃) = 0 for now.
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cally, these two operations are associated with append-

ing a and appending a (e−iω
′
ot) to . We note

that each diagram constituting (i∂tη̃), e.g. the fast-

oscillating ones in Eq. (22), contains a rotating phase of

e−i(ωout−ω′o)t, where ωout 6= ω′o is the output frequency
of the diagram. Therefore, upon evaluation, the dia-
grammatic component is associated with a factor
of 1/(ωout − ω′o), and the total rotating phase associated

with (Rot(η̃)e−iω
′
ot) is e−iωoutt.

With these observations, we physically interpret the di-

agrams constituting as off-resonant excitations of

the oscillator. These excitations, which are at frequency
ωout 6= ω′o detuned from the oscillator natural frequency,

are generated by mixing diagrams constituting and

feed back to the mixing processes at the current order. In
addition, is interpreted as the propagator of the off-
resonant excitation; intuitively, the propagator is weaker
when the off-resonant excitation is more detuned from
the oscillator. Recall that, from Section III C, the fre-
quency ωout is determined by imposing frequency con-
servation at the mixer, and, therefore, the propagator
associated with depends on the particular mixing
diagram generating it. For example, the first two dia-
grams in Eq. (22) would yield the inputs to the mixing
process at this order as

=
g3e
−2iω′ot

2ω′o − ω′o
Ã › Ã , =

g3

0− ω′o
Ã › Ã∗. (31)

We reiterate that a propagator always remains finite by
construction: any diagram with ωout = ω′o is collected by

(1) and does not propagate into another mixer as an

input.

Given a diagram constituting (Rot(η̃)e−iω
′
ot),

there exists a corresponding one constituting

(Rot(η̃∗)eiω
′
ot) whose algebraic expression is

just the complex conjugate of the former. Diagram-
matically, the complex conjugate expression is formed
and evaluated in the same way as the direct expression
with modifications stipulating that: (1) the travelling
direction of all arrows are inverted, (2) the inverted
inputs of each mixer are reflected about the line drawn
through the output of the mixer, and (3) the symbols

and are swapped with each other. These rules apply

to constructing the complex conjugate of any diagram.
For example, the complex conjugate of Eq. (31) is

=
g3e

2iω′ot

2ω′o − ω′o
Ã∗› Ã∗, =

g3

0− ω′o
Ã › Ã∗ (32)

and they should be understood as the off-resonant exci-
tation traveling in the opposite direction compared with
those in Eq. (31).

At this order, each fast-oscillating diagram in Eq. (22)

yields an input constituting and also the corre-

sponding conjugate input constituting . Once all

of them are determined with the above procedure, one
is ready to explicitly draw the mixing processes resulting
from the second multinomial expansion in Eq. (30). For
example, a mixing process involving the first diagram in
Eq. (32) as an input is evaluated as

= eiω
′
otg3(Ãe−iω

′
ot)›

( 1

2ω′o − ω′o
×

g3(Ã∗eiω
′
ot)›(Ã∗eiω

′
ot)
)

=
g2

3e
2iω′ot

ω′o
Ã › Ã∗ › Ã∗. (33)

The diagram in Eq. (33) should be understood as a graph-
ical representation of cascaded mixers, whose output is
marked by the phase-offset . Such a diagram is eval-

uated in the same way as those shown in order one and
starting from the output of the diagram; this is illustrated
by the first line in right-hand side of Eq. (33).

Similar to Eq. (28), a bare diagram involving off-
resonant excitations can also be represented in the ex-
panded form. Specifically, following the same rules dis-
cussed in Section III C, Eq. (33) can be rewritten as

= + + , (34)

and with each diagram evaluated explicitly the above
equation reads

g2
3e

2iω′ot

ω′o
Ã › Ã∗ › Ã∗ =

g2
3e

2iω′ot

ω′o
Ã∗2Ã+

~g2
3e

2iω′ot

ω′o
Ã∗

+
~g2

3e
2iω′ot

ω′o
Ã∗. (35)

Up to now, we have introduced the bare diagrams by
diagrammatically solving Eq. (17) with two simplifica-
tions. First, we consider the specific case of Sta(η̃) = 0,
in which Eq. (17) translates to the diagrammatic form
in Eq. (18). Second, we solve Eq. (18) without consider-
ing the last two terms. In this simplified case, Eq. (18)
is viewed as a feedback link producing bare diagrams.
At each iterative order, the multinomial expansions in
the right-hand side generate diagrams, among which the
time-independent and fast oscillating ones contribute to

and in the left-hand side, respectively. Meanwhile,

the latter produces off-resonant excitations that
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feed back to mixing processes at higher orders. As the it-
eration proceeds, the generated diagrams are of the same
type as those in Eqs. (21) and (33), but they involve
more and more cascaded mixers. In the notion of graph
theory, these bare diagrams in the unexpanded form11

share a simple graphical structure of rooted trees (see
Appendix A for the exact definition). The root vertex
in the tree is the output of the entire diagram indicated
by , the internal vertices are the mixers, the external

edges are oscillator or drive excitations, and the internal
edges are the propagators of off-resonant excitations.

In the rest of the section, we develop the diagrams
corresponding to the full solution of Eq. (17) without the
aforementioned two simplifications. Remarkably, these
diagrams can be organized in the form of dressed dia-
grams that share the same graphical structure, i.e. the
rooted tree, as the bare ones. The only difference be-
tween them is that, in dressed diagrams, the off-resonant
and resonant excitations are dressed in a way similar to
Feynman diagrams.

E. Dressing of the off-resonant excitation

To develop the diagrams corresponding to the full solu-
tion of the equation of motion Eq. (17), we first consider
all the terms in the equation, including the last two which
has been omitted in the development of bare diagrams,
but still work under the assumption that Sta(η̃) = 0. As
will be shown in this subsection, the full solutions in this
case can be represented as the diagrams same as the bare
ones but with the bare propagators in them replaced

by dressed propagators .

To derive this dressed description, we rewrite Eq. (17)
in a diagrammatic form, which is altered from Eq. (18)
we have so far worked with, as follows:

+ =
∑
m≥3

(
+ + + + +

)m−1

›

+ . (36)

In addition to the diagrams introduced in Eqs. (18)
and (19), here we have introduced two new symbols that

11 When an diagram is expressed in its expanded form, e.g. as in
the right-hand side of Eq. (34), the underlying graph of a clas-
sical diagram is a rooted tree while that of a quantum diagram
contains one or more loops.

each is associated with an algebraic expression as

= i∂tη̃ − δRot(η̃)

− i{{K̃,Rot(η̃)}},
= Rot(η̃)e−iω

′
ot. (37)

The new symbol , together with , should be un-

derstood as the unknowns of Eq. (36) similar to the roles

of and in Eq. (18). While the unknown , which

captures the slow dynamics of the oscillator, remains the

same in the two equations, the other unknown , which

captures the micromotion, differs from its counterpart

(i∂tη̃) in Eq. (18). From Eq. (37), it can be seen that

is related to by

= + + , (38)

where the last two terms are associated with δRot(η̃) and

i{{K̃,Rot(η̃)}}, respectively.

Comparing Eq. (37) with Eq. (19), we further note

that and are associated with the same

algebraic expression Rot(η̃)e−iω
′
ot, i.e.

= = Rot(η̃)e−iω
′
ot. (39)

While appears to be merely a redundant repre-

sentation of Rot(η̃)e−iω
′
ot, it is introduced to implement

a new physical picture different from the of . In

particular, should be interpreted as dressed off-

resonant excitations generated by the mixing diagrams

constituting and associated with some dressed propa-

gator to be defined.

With the introduction of two new symbols as in
Eq. (37), the diagrammatic equation of motion Eq. (36)
as written takes the same form as Eq. (18), but without
the last two terms in the latter. Thanks to this parallel,

we can solve Eq. (36) for and , which contain the

full information of the slow dynamics and micromotion of
the oscillator, following the same iterative procedure of
solving Eq. (18) for the bare diagrams, which only partly

make up and . The diagrams constituting and

, as a result, will be the same as the corresponding

bare diagrams but with the bare off-resonant excitations
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replaced by the dressed one .12 In other words,

one can obtain the full solution of , and thus ,

from their bare constituent by simply replacing the bare
propagator of any off-resonant excitation with the

dressed propagator . The task remaining now is to

formally define so that its associated algebraic ex-
pression can be determined.

We derive the diagrammatic definition of from
Eqs. (38) and (39). Specifically, we first append to
the output of each diagram in Eq. (38) a bare propa-
gator and a . Diagrammatically, these modifi-

cations correspond to constructing an off-resonant exci-
tation from the corresponding diagram, which itself is
time-dependent. Algebraically, these correspond to an
integration over time and a phase shift of e−iω

′
ot, respec-

tively (c.f. Eq. (31) for the case of treating ). With

these modifications, Eq. (38) is converted to

= + + . (40)

Note that, in writing Eq. (40), we have also plugged in

Eq. (39) so that the in the left-hand side has

been replaced with . Eq. (40) as written gives a

self-consistent relation of the dressed propagator, which,
to leading order, is just the bare one as the first term in
the right-hand side. This self-consistent relation can be
carried out explicitly and it yields an infinite series

= + + + +

+ + + · · · .

(41)

12 In the case of Sta(η̃) 6= 0, the resonant excitations in a dressed
diagram are also dressed. For now we stay with the simplified
case of Sta(η̃) = 0 and the general case will be discuss in the
next subsection.

This series is of importance in evaluating the dressed
propagator, which we shortly discuss. By exploiting the
remarkable property that diagram elements form an al-
gebra, we can further rewrite Eq. (41) in a succinct form
as

=
1

− −

, (42)

The simple form of Eq. (42) sheds light on the physical
meaning of dressing a propagator. In particular, we note

that is associated with a general algebraic expression

= f̃(Ã, Ã∗, t) = g̃(Ã, Ã∗)e−iωoutt, (43)

where g̃(Ã, Ã∗) is a polynomial function of the phase-
space coordinates with no explicit time dependence and
ωout 6= ω′o is the frequency of the off-resonant excitation
output from this diagram (c.f. Eq. (31)). Besides the
fast-oscillating phase e−iωoutt in Eq. (43), it is also impor-

tant to recognize that g̃(Ã, Ã∗) contains an implicit time

dependence from the slow dynamics of Ã and Ã∗ under
the effective Hamiltonian K̃. In particular, the equation

of motion for in diagrammatic and algebraic forms,

respectively, read

dt = ∂t − {{ , }} (44a)

dtf̃ = ∂tf̃ − {{K̃, f̃}}
= −iωoutf̃ − {{K̃, f̃}}.

(44b)

From the above, it is clear that ωout = i∂tf̃/f̃ , which
corresponds to the bare frequency of the off-resonant ex-
citation stemming from its explicit time dependence. It
is therefore natural to define a “dressed frequency” imi-
tating the same form of the bare one as ω̃out = idtf̃/f̃ ,
which corresponds to the “true” frequency of the off-

resonant excitation output by . The frequency dress-

ing is δωout = ω̃out − ωout = −i{{K̃, f̃}}/f̃ , whose di-
agrammatic representation, remarkably, is just the last
term in the denominator of Eq. (42). We remind the

reader that the first term −1 in the denominator is
evaluated as ωout − ω′o, the detuning between the bare
off-resonant and resonant excitations, while the latter is
itself detuned from the oscillator’s natural oscillation fre-
quency by δ = ωo − ω′o. Therefore the full denominator
in Eq. (42) simply corresponds to ω̃out − ωo, the detun-
ing between the dressed off-resonant excitation and the
natural frequency of the oscillator, and the inversion of
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this dressed detuning defines the dressed propagator.13

We have so far introduced the definition of dressed
propagator in three different forms — as a self-consistent
relation in Eq. (40), as an infinite series in Eq. (41), and
as a simple fraction in Eq. (42). Evaluating a dressed
diagram involves expanding each dressed propagator in
the diagram as the series in Eq. (41) and further evalu-
ating each resulting diagram individually. We evaluate

the first diagram in the series following the pro-

cedure discussed in Section III D when the diagram

is specified. We then evaluate the second diagram and
the fourth diagram by multiplying the expression corre-
sponding to the first diagram with one or two extra fac-
tors of δ/(ωout−ω′o), each contributed by a diagrammatic

component . For the rest of diagrams explicitly

displayed in Eq. (41), each of them contains the compo-

nent = i{{ , }}. Evaluating this type of diagram

involves non-associative diagrammatic operations, stem-
ming from the Husimi bracket, which we now discuss.

We take the third term in the series in Eq. (41) as an
example. This term is evaluated as another series of dia-
grams obtained by specifying the particular construction

of and writing out each diagram constituting .

A term in such a series, for example, reads

, (45)

where for we have chosen the classical diagram in

Eq. (33) and for we have chosen a term result-

ing from the first multinomial expansion in Eq. (30).
With Eq. (45) written as it is, the algebraic expres-
sion associated with the left and right subdiagrams un-

der = i{{ , }} should be understood as the first

and second arguments of the Husimi bracket. Therefore,

13 We also note that one can further simplify Eq. (42) by redefin-

ing the bare off-resonant excitation as := 1/(ωout − ωo)

and then removing . Consequently Eqs. (40) and (41) are

also simplified since any term involving in the equations is

removed. In the rest of this section, we continue to follow the
definition in Eq. (42) as it is.

Eq. (45) is evaluated as

i

−2ω′o
{{g4

2
Ã∗2Ã2,

g2
3e
iω′ot

−2ω′2o
Ã∗2Ã}}

=
g2

3g4

4ω′3o
(Ã∗3Ã2 + ~Ã∗2Ã)eiω

′
ot.

(46)

We note that the non-associativity of the Husimi bracket
manifests in the rule that each of the two subdiagrams

below a must be treated as a whole. If a subdia-

gram itself contains another , as in the last term

of Eq. (41), the within the subdiagram should be

evaluated first, and then the entire subdiagram is treated

as an argument of the upper .

The new evaluation rules associated with =

i{{ , }} introduced above enable us to systematically

evaluate any diagram containing dressed propagators. In
the remainder of this subsection, we introduce the ex-

panded representation of the diagrams involving .

Similar to Eq. (28), this representation explicitly exhibits
the classical and quantum components of a dressed prop-

agator by expanding within it. Furthermore, this

representation replaces the complex algebraic operations
underlying the Husimi bracket with simple diagrammatic
components.

We use the diagram in Eq. (41) as an example to elab-
orate on this expanded representation. By noting that

i{{f̃ , g̃}} =
1

~
f̃ › g̃ − 1

~
g̃ › f̃ , (47)

we first rewrite the diagram in Eq. (41) in a way resem-
bling Eq. (47) as

= − .

(48)

Each diagram in the right-hand side of Eq. (48) consists
of two subdiagrams, which are essentially the same as

those appearing under on the left-hand side, but

with the order of the subdiagrams permuted. It is im-

portant to note that the left subdiagram under

contributes to (K̃). In the first diagram in the right-

hand side of Eq. (48), this contribution is written as its

conjugate, which contributes to (K̃∗). This substi-
tution is made for the convenience of later diagrammatic
operations and is valid since K̃ = K̃∗.
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For each of the diagrams in the right-hand side of
Eq. (48), its two subdiagrams are related by a dashed line

decorated by /~ resembling the › and the 1/~ factor

Eq. (47). From the definition of star product in Eq. (16),

we know that /~ is algebraically associated with the

operation

/~ =
∑
s≥0

~s

(s+ 1)s!
(
←−
∂Ã
−→
∂Ã∗)

s+1, (49)

where s indexes the order of ~ in the expansion.14 Similar

to Eqs. (27) and (28), each factor of
←−
∂Ã
−→
∂Ã∗ in Eq. (49)

can be translated to a diagrammatic operation of form-

ing a bond between the two subdiagrams related by /~

— the
←−
∂Ã factor translates to consuming an arrow as-

sociated with Ã in the left subdiagram, the
−→
∂Ã∗ factor

translates to consuming another arrow associated with
Ã∗ in the right, and a directional bond if formed between

the two consumed arrows. For the term ~s(
←−
∂Ã
−→
∂Ã∗)

s+1,
we then interpret it as forming one classical bond and s
number of quantum bonds. With this, Eq. (48) can be
expanded as the following diagrams, by writing out all
unique configurations of forming such bonds

+

+ + − .

(50)

The first two diagrams above are expanded from the first
one in the right-hand side of Eq. (48). They correspond
to the two configurations of forming one classical bond
and zero quantum bond (s = 0) between the left and
right subdiagrams. Comparing with the one in Eq. (48),
in these two diagrams we have rotated the output of the
left subdiagram for visual simplicity without changing its

14 The series does not contain ~−1 order term because, at this order,
the two terms in the right-hand side of Eq. (48) cancel out. In
other words, algebraically, the Husimi bracket {{f̃ , g̃}} = (f̃ g̃ −
g̃f̃)(i~)−1+{f̃ , g̃}~0+O(~) is zero at order ~−1 while its classical
contribution is a Poisson bracket.

relative ordering with respect to the inputs. Moreover,
by choice, the output of this subdiagram connects to the
classical bond. Recall that this subdiagram constitutes

(K̃∗), it is effectively converted to a subdiagram

constituting (∂ÃK̃
∗) after its output (Ã) is con-

sumed by
←−
∂Ã. On top of the first two, the third and

fourth diagrams in Eq. (50) correspond to the configu-
rations with one extra quantum bond (orange). Note

that each bond stemming from
←−
∂Ã
−→
∂Ã∗ is directional, i.e.

the associated arrow always points from the right subdia-
gram to the left one, therefore in these specific diagrams
no more one quantum bond can be formed. Similarly,
the last diagram in Eq. (50) corresponds to the only way
of forming a bond in the last diagram in Eq. (48), i.e.
between the output of the right subdiagram constituting

(K̃) to an input in the left subdiagram.

A diagram like those in Eq. (50) can be evaluated with
the same rules associated with the bare diagrams but
with two additional ones: (1) the two resonant excita-
tions connected by the classical bond between the two
subdiagrams contributes only a factor of 1 (instead of

Ã∗Ã), and (2) the dashed line contributes another factor
1/(s + 1) where s is the number of orange bonds drawn
between the subdiagrams. As a result, the five diagrams
in Eq. (50) are respectively evaluated as

1

−2ω′o
g4Ã∗2Ã

g2
3e
iω′ot

−2ω′2o
Ã∗Ã+

1

−2ω′o
g4Ã∗2Ã

g2
3e
iω′ot

−2ω′2o
Ã∗Ã

+
~
−2ω′o

g4Ã∗2
g2

3e
iω′ot

−2ω′2o
Ã+

~
−2ω′o

g4Ã∗2
g2

3e
iω′ot

−2ω′2o
Ã

− 1

−2ω′o
× g2

3e
iω′ot

−2ω′2o
Ã∗2g4Ã∗Ã2

=
g2

3g4

4ω′3o
(Ã∗3Ã2 + ~Ã∗2Ã)eiω

′
ot,

which equals to Eq. (46) obtained from evaluating
Eq. (45) directly.

F. Dressing of the resonant excitation

In the rest of this section, we revisit another important
assumption made in the diagrammatic method developed
above. Specifically, when solving Eq. (17) iteratively, we
find η̃ = Sta(η̃) + Rot(η̃) from its time derivative ∂tη̃
at each iterative round (see Section III D) and, upon
integration over time, only Rot(η̃), the rotating com-
ponents in η̃, is uniquely determined while Sta(η̃), the
static components in η̃, is unconstrained. Up to now
we have assumed Sta(η̃) to be zero for simplicity. In
this subsection, we will first discuss the general case of
Sta(η̃) 6= 0 and the corresponding modifications to the di-
agrammatic method developed. Later, in Section III G,
we will demonstrate that the static component Sta(η̃) is
uniquely determined by the requirement that the frame
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transformation ã → Ã + η̃ is canonical, which is an as-
sumption underlying the QHB.

We first consider the general case of an unspecified
Sta(η̃). In this case, it is instructive to write the frame
transformation underlying the diagrammatic method as
ã → (Ã + Sta(η̃)) + Rot(η̃), where Ã and Sta(η̃) are
grouped together as they contain no explicit time depen-
dence while Rot(η̃) does. This regrouping motivates a
new diagram, the dressed resonant excitation, as

=
(
Ã+ Sta(η̃)

)
e−iω

′
ot, (51)

which reduces to the bare resonant excitation

(Ãe−iωot) to leading order provided that Sta(η̃) is zero,
as in Sections III B to III E, or higher order in qzps. Sim-
ilarly, we write out η̃ in Eq. (17) as η̃ = Sta(η̃) + Rot(η̃)
and the equation in the diagrammatic representation
reads

+ =
∑
m≥3

(
+ + + + +

)m−1

›

+ , (52)

where we have introduced another new symbol defined
as

= + − , (53)

In writing Eq. (53), we have used the diagrammatic re-
lation Sta(η̃) = − , and the last two terms in

Eq. (53) are evaluated as −i{{K̃,Sta(η̃)}}, which stems
from the last term in Eq. (17).

Eq. (52) shares the same structure as Eq. (36), which
represents Eq. (17) in the special case where Sta(η) = 0,
with two notable differences. First, the bare resonant ex-
citation represented by is replaced by its dressed

counterpart (and likewise for its conjugate dia-
grams). Second, the unknown quantity represented by

is replaced by the new diagram . Because of this

similarity in structure, Eq. (52) can be solved using the
same iterative procedure for solving Eq. (36). Conse-

quently, the diagrams constituting and will be the

same as the dressed diagrams constituting the solution
of Eq. (36) but with the resonant excitation also in the
dressed form .

It should be noted that in Eq. (52), we capture the

slow dynamics of the oscillator by instead of in

Eq. (36). The physical meaning of can be revealed by

rewriting Eq. (53) as:

= − = −i{{K̃, Ã+ Sta(η̃)}}, (54)

where we have omitted the first two terms in the right-
hand side of Eq. (53) since their associated algebraic ex-

pressions cancel out, i.e. ∂Ã∗K̃+i{{K̃, Ã}} = 0. We recall

that for a phase space function f̃ with no explicit time
dependence, its EOM generated by a Hamiltonian K̃ is

dtf̃ = −{{K̃, f̃}}. The symbol written as Eq. (54),

therefore, should be understood as a function describing
the slow dynamics of the dressed resonant excitation

((Ã+ Sta(η̃))e−iω
′
ot) governed by (K̃) in the rotat-

ing frame at ω′o. This is parallel to the physical meaning

of (∂Ã∗K̃ = −i{{K̃, Ã}}), which describes the slow

evolution of the bare resonant excitation (Ãe−iω′ot)
governed by (K̃).

With the diagrams constituting determined from

solving Eq. (52), the sought-after effective Hamiltonian

(K̃) can be constructed using the relation

= + − , (55)

which is obtained by reorganizing of Eq. (53) while the
output of each diagram in the equation is also appended
with ; this addition corresponds to an integration

over Ã∗ algebraically. Equation (55) should be under-

stood as a self-consistent relation defining in terms

of . Carrying it out iteratively yields an infinite series

= + −

+ − + · · · .

(56)

One can then compute to the desired order by eval-

uating the relevant diagrams above provided that Sta(η̃)
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and thus ((Ã+ Sta(η̃))e−iω
′
ot) is specified.15 Writ-

ten as Eq. (56), to leading order is , which

corresponds to integrating over (Ã∗), and to

all orders can be heuristically interpreted as integrating

over . This motivates a new symbol as an

alternative representation of K̃ in lieu of , i.e.

= = K̃. (57)

This new symbol should be understood together with

, which is an alternative representation of

Rot(η̃)e−iω
′
ot, so as to complete the dressed diagram as a

self-contained description.

G. Imposing the canonical form of the dressed
resonant excitation

In the preceding text, we have developed the diagram-
matic method through iteratively solving the equation of
motion (EOM) Eq. (17). This has led us to a dressed

resonant excitation ((Ã + Sta(η̃))e−iω
′
ot) whose

higher-order contribution Sta(η̃)e−iω
′
ot is unconstrained.

In this subsection, we will demonstrate that Sta(η̃) can be
uniquely determined through an implicit assumption un-
derlying Eq. (17). Specifically, in the analysis of a driven
oscillator described by the equation of motion (EOM)

dtã = −{{H̃, ã}}ã,ã∗ , the quantum harmonic balance
(QHB) method postulates the existence of an effective

frame in which the bosonic coordinate Ã is governed by
the EOM dtÃ = −{{K̃, Ã}}Ã,Ã∗ . Implicit in this task is
the requirement that the frame transformation relating ã
and Ã preserves the form of the EOM as well as the sym-
plectic structure, i.e., {{ã, ã∗}}ã,ã∗ = {{Ã, Ã∗}}Ã,Ã∗ = 1.
If these two preservations of structure are achieved at the
same time, the frame transformation is then canonical by
definition.

It should be noted that canonicity is not violated nor
enforced in the iterative steps discussed earlier in this sec-
tion. In fact, in most averaging methods, which belong to
a broader category of perturbation methods that includes
QHB (see Appendix E for a detailed discussion), the is-
sue of canonicity is not even addressed since the iterative
procedures prescribed in these methods are already self-
consistent. As a result, some of these methods happen
to be canonical without explicit enforcement, such as the
well-established Krylov-Bogoliubov (KB) method [27–30]
and the secular averaging method [31]. Conversely, some

15 In order for the series Eq. (56) to converge, a diagram involving

should be evaluated together with those diagrams that

look alike but with replaced by .

methods are not canonical, such as the higher-order Ro-
tating Wave Approximation (RWA) method [32] and a
modified KB method discussed in [33]. In the QHB ex-
pansion developed in this work, we choose to explicitly
enforce the canonicity of the underlying frame transfor-
mation. Our effort constitutes an important contribution
to averaging methods in general.

By definition, the most straightforward way of enforc-
ing canonicity of the frame transformation ã→ Ã+ η̃ is
to find Sta(η̃) that satisfies the symplectic condition:

{{ã, ã∗}}ã,ã∗ = {{Ã+ η̃, Ã∗ + η̃∗}}Ã,Ã∗ = 1. (58)

However, solving Eq. (58) for Sta(η̃) involves inverting
the Moyal bracket, which is not only algebraically diffi-
cult but also incompatible with the diagrammatic oper-
ations we have introduced so far. To overcome this chal-
lenge, we depart from the language of constructing the
transformation in the form of ã→ Ã+ η̃. The key insight
is to recognize that such a transformation, as an additive
map, can be recast as an exponential map associated with
a Lie transformation: ã → exp(LS̃)Ã, where LS̃ is the

Lie derivative with respect to S̃ defined as LS̃ f̃ = {{S̃, f̃}}
for some generic phase-space function f̃ , and S̃(Ã, Ã∗, t)
is a real phase-space function provided that the transfor-
mation is canonical.16 The equivalence of these two rep-
resentations was first identified in our recent work [14] for
generic driven systems. In Appendix F, we will provide
a rigorous proof that, in the context of the QHB, there
exists a unique solution of Eq. (17) η̃ = Sta(η̃) + Rot(η̃)
that is associated with a real and purely rotating func-
tion S̃ generating a canonical transformation. In the rest
of this section, we assume the existence of such a map-
ping and find Sta(η̃) in terms of Rot(η̃) through S̃ as an
intermediate function.

To start, we equate the two representations of the
frame transformation and get

Ã+ η̃ = exp(LS̃)Ã (59a)

= Ã+ {{S̃, Ã}}+
1

2!
{{S̃, {{S̃, Ã}}}}

+
1

3!
{{S̃, {{S̃, {{S̃, Ã}}}}}}+ · · · ,

(59b)

where in Eq. (59b) we have expanded the exponential
function as an infinite series. Since our interested quan-
tities Sta(η̃) and S̃ are static and purely rotating respec-
tively, we consider the static and rotating components of
Eq. (59) separately. In particular, the static components

16 This exponential map in the Hilbert space is just the well-
received unitary transformation generated by the Hermitian op-
erator Ŝ = H−1(S̃), and the Lie derivative LŜ is given by

LŜ f̂ = [Ŝ, f̂ ]/i~.
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are given by

Ã+ Sta(η̃) = Sta
(

exp(LS̃)Ã
)

(60a)

= Ã+ Sta

(
1

2!
{{S̃, {{S̃, Ã}}}}

)
+ Sta

(
1

3!
{{S̃, {{S̃, {{S̃, Ã}}}}}}

)
+ · · · .

(60b)

Note that Sta({{S̃, Ã}}) in Eq. (60b) has been omitted

since S̃ is a purely rotating function and {{S̃, Ã}} contains
no static component.

Eq. (60) defines Ã+ Sta(η̃) in terms of S̃. Multiplying

Eq. (60) with a phase e−iω
′
ot, we obtain the expression for

the dressed resonant excitation ((Ã+Sta(η̃))e−iω
′
ot),

which is the quantity we want to specify in this section.
In the diagrammatic form, it reads

= exp

( )
(61a)

= + + + · · · .

(61b)

Here, we have introduced a new symbol to repre-

sent iS̃. The diagrammatic argument in the exponential
function in Eq. (61a) thus corresponds to i{{ , iS̃}} =

{{S̃, }}, which is just the Lie derivative LS̃ in Eq. (59a).

In addition, in Eq. (61) we have introduced another sym-

bol , which should be understood as a “band-pass fil-

ter” that only passes frequency at ω′o. Algebraically, it
takes value 1 if the output of the diagram attached is
at frequency ω′o (i.e. the diagram is associated with a

phase e−iω
′
ot) and 0 otherwise. The equivalence between

Eq. (61) and Eq. (60) can be verified by noting that the

static component of a function f̃(t) is simply the rotating

component with phase e−iω
′
ot of the function f̃(t)e−iω

′
ot.

In order to fully specify the dressed resonant excita-
tion given by Eq. (61), we need to further specify

the construction of (iS̃). To accomplish this, we

refer to the rotating component of Eq. (59), which can
be expressed, after some rearrangement, as

i∂Ã∗ S̃ = Rot
(
η̃ − exp(LS̃)Ã+ {{S̃, Ã}}

)
(62a)

= Rot(η̃)− Rot

(
1

2!
{{S̃, {{S̃, Ã}}}}

)
− Rot

(
1

3!
{{S̃, {{S̃, {{S̃, Ã}}}}}}

)
− · · · .

(62b)

To derive this equation, we have used the relation
{{S̃, Ã}} = i∂Ã∗ S̃, as well as the facts that Rot(S̃) = S̃

and Rot(Ã) = 0. Multiplying Eqs. (62a) and (62b) with

a phase e−iω
′
ot, we arrive at two expressions that in dia-

grammatic form read as follow:

= + exp

( )
− (63a)

= + + + · · · .

(63b)

On the left hand side of Eq. (63), we use the diagram

to represent i∂Ã∗ S̃e
−iω′ot. It is related to (iS̃)

with a derivative with respect to Ã∗ and a phase shift
of e−iω

′
ot. In addition, in Eq. (63) we have introduced

another symbol . Opposite to the “band-pass filter”

in Eq. (61), diagrammatically resembles a “band-

stop filter” — it takes the value 0 if the output of the
diagram attached to it is of frequency ω′o and takes the
value −1 if otherwise.

In Eq. (61) is defined in terms of the intermediate

quantity and in Eq. (63) is defined by a self-
consistent relation. These two coupled equations should

be carried out by iteratively substituting in Eqs. (61)

and (63) with Eq. (63). This yields

= + +

+ + + · · · .

(64)

Remarkably, Eq. (64) defines the dressed oscilaltor
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in terms the dressed off-resonant excitation ,

which is a known quantity from the QHB expansion. By

substituting the specific diagrams constituting ,

one can then construct to any desired order. It is
important to note that the leading order contribution of

is at order q1
zps (see Eq. (20)). Therefore, for a

dressed resonant excitation defined by Eq. (64), the cor-
rection to the bare resonant excitation is O(q2

zps).

When evaluating a diagram in Eq. (64), one follows
the same rules introduced earlier in this section but with
an additional one. Specifically, for each bare resonant

excitation that goes through k number of

before being terminated by a or , an extra factor

of 1/k! is associated with it. This factor stems from ex-
panding the exponential functions in Eqs. (61) and (63).
For instance, the five diagrams in the right-hand side of
Eq. (64) are associated with the overcounting factors of
1/0!, 1/2!, 1/3!, 1/(2!× 2!), and 1/(2!× 2!), respectively.

To conclude, in this section we have analyzed the dy-
namics of a driven nonlinear oscillator by solving its
equation of motion Eq. (17) in the diagrammatic form
Eq. (52). Following the iterative procedure we refer to

as quantum harmonic balance (QHB), we have found

and , the solution of Eq. (52), that contain the informa-

tion of the oscillator’s slow dynamics and fast micromo-
tion, respectively. The end product of our diagrammatic

method is (K̃) the effective Hamiltonian governing
the slow dynamics of the oscillator in an effective frame.

It is computed from with an “integration” over

(Ã∗+Sta(η̃∗)), an operation formally defined by Eq. (56).

The effective Hamiltonian comprises of diagrams
in the form of dressed diagrams and with zero net fre-
quency. In the notion of graph theory, each of these di-
agrams is a rooted tree — the internal vertices of the
tree are constituted by the mixers, the edge connecting
to the root vertex is constituted by the output , the
edges connecting to the leaf vertices are constituted by
drive excitations or dressed resonant excitations, and the
internal edges are constituted by dressed propagators of
the associated off-resonant excitations.

We remark that a dressed diagram is a bare diagram
to leading order, in which the dressed elements are re-
placed by the corresponding bare elements. Similar to
Feynman diagrams, a bare diagram is evaluated by sim-
ply multiplying the algebraic expressions associated with
each component in the diagram, while a dressed diagram
involves higher order corrections that are dependent on
the bare diagrams themselves. In particular, the dressed
resonant excitation is defined by Eq. (64) and its
leading order contribution is the bare resonant excitation

(Ãe−iω′ot). Likewise, the dressed propagator
associated with an off-resonant excitation at frequency
ωout is defined by Eq. (41) and its leading order contri-
bution is the bare propagator (1/(ωout − ω′o)).

IV. AXIOMATIC PRESENTATION OF THE
DIAGRAMMATIC PERTURBATION METHOD

A. Motivation

In Section III, we have introduced the QHB expansion
to diagrammatically construct the effective Hamiltonian

(K̃) governing the dynamics of a driven nonlinear
oscillator. This method provided us with a systematic
way to find the effective Hamiltonian as a sum of dia-
grams involving different kinds of excitations, where the
diagrams themselves are of simple graphical structure as
rooted trees. However, the QHB expansion involves an
iterative process that is cumbersome to be carried out to
high orders. In this section, we introduce an axiomatic
approach to the diagrammatic method that yields the
same effective Hamiltonian as the QHB expansion. As in
the case of Feynman diagrams, this axiomatic approach
bypasses the iterative procedure and allows the effective

Hamiltonian (K̃) to be written down directly at any
given order. We present each step of the axiomatic pro-
cedure as a well-defined task in graph theory so can it be
efficiently implemented by a computer program.

B. Recipe for evaluating diagrams

To construct and evaluate of the diagrams for all K̃(n),
we proceed with the following procedure:

1. Write down the forest comprising all possible un-
rooted trees with k + 2 leaf vertices for 0 < k ≤ n.
In graph theory, an unrooted tree is a tree that
has no vertex designated as a root and a forest is a
disjoint union of trees.

2. Write down all unique diagrams17 a tree represents
by,

(a) to each internal vertex, assigning a repre-

senting a mixer,

(b) to each external edge (connecting a leaf and an
internal vertex), assigning or a travel-

ing in either direction that are associated with
the dressed resonant excitation and the drive
excitation, respectively.

(c) and, to each internal edge (connecting internal
vertices), assigning a arrow traveling in
either direction that represents a dressed off-
resonant excitation.

3. Eliminate any diagram with nonzero net frequency.

17 Two diagrams are said to be equivalent if one can be recovered
from the other by an overall rotation.
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4. Compute the frequency of the off-resonant excita-
tions by imposing frequency (energy) conservation
at each mixer. Eliminate diagrams containing off-
resonant excitation at frequency ω′o.

The resulting diagrams is a forest of unrooted trees, each
an underlying graph shared by a family of rooted trees

constituting (K̃). This forest is already an unam-

biguous, succinct18, and intuitive representation of the
effective Hamiltonian. Indeed, the diagrammatic heuris-
tics discussed in Section I are developed at this level but
without internal edges elaborated as off-resonant excita-
tions or the resonant excitation being dressed. Evaluat-
ing the diagrams generated from the above steps follows
the following procedure:

5. For each diagram produced after Step 4, write down
all possible unique diagrams it can generate by con-

verting a traveling away from a mixer to a ;
eliminate any diagram if such a replacement is not
possible. The resulting diagrams are the dressed

diagrams constituting (K̃).

6. Find the set of off-resonant excitations partic-
ipating in the diagrams above. The resulting
diagrams are the dressed diagrams constituting

(Rot(η̃)e−iω
′
ot).

7. Consider only the bare off-resonant excitations and
bare resonant excitation in each diagram constitut-

ing . Evaluate the resulting bare diagram fol-
lowing the prescription in Sections III C and III D
and example of Eqs. (33) and (34).

8. Construct the dressed diagrams in and

stemming from the diagrams already constructed.
Specifically, the dressed off-resonant excitation,

expanded by Eq. (41), depends on while
the dressed off-resonant excitation, expanded by

Eq. (64), depends on . When computing

these dressed excitations in a dressed diagram, the

diagrams constituting and should be

considered as those already constructed from the
previous steps. Evaluate the resulting dressed di-
agrams following the prescription in Sections III E
to III G.

9. Repeat Step 8 until all unique diagrams of the de-
sired order are constructed and evaluated.

18 A more succinct representation is possible by using an underlying
unordered diagram to represent the ordered ones sharing it — i.e.
for diagrams can be converted to each other through successive
permutation of inputs into the mixers, one represents them by
one single diagram. We use this representation in the actual code
implementation [20].

We remark that Steps 7-9 contains iterative elaborations
of the dressed off-resonant excitation and resonant exci-
tation with the set of constructed diagrams constituting

and , while each round of elaboration up-

dates the constructed set itself. It is also possible to avoid
the iterative procedure completely by further exploiting
the graphical structure behind dressed diagrams. We dis-
cuss this and other tricks facilitating code implementa-
tion in [20], an open-source program to compute the ef-
fective Hamiltonian based on the diagrammatic method
developed in this work.

We also note that if only interested in specific driven
processes, e.g. the terms involving ξ2Ã†3 responsible for
the three-legged cat discussed in Section I, in the Steps 2
and 3 above one can directly draw the relevant diagrams,
e.g. those involving three and two as external
edges, instead all diagrams of zero net frequency. This
provides significant computational advantage of the dia-
grammatic method over other high-frequency expansions.
We illustrate this in more detail in the examples treated
in the rest of the work, where we obtain analytical de-
scriptions for high-order processes that was not possible
before.

V. REMARKS AND EXTENSIONS

A. General form of the effective Hamiltonian

The axiomatic procedure explained in Section IV pro-
vides a simple way to construct the diagrams that con-

stitute K̃ as shown in . Furthermore, this procedure
also reveals the general structure of these Hamiltonian
diagrams, which we elaborate on in this subsection. We
would like to remind the reader that the driven oscillator
of interest usually has a drive with frequency ωd in the
vicinity of qωo/p, where ωo is the natural frequency of the
oscillator and q and p are positive integers. When the fre-
quency configuration is such, the effective Hamiltonian is
constructed in the rotating frame at ω′o = pωd/q, which
is in the vicinity of ωo. In this frame, the resonant ex-
citation is associated with Ãe−iω′ot, and the drive

excitation is associated with ξe−iωdt. Since a dia-
gram that constitutes the effective Hamiltonian has zero
net frequency, it can be expressed as

. . .

...

. . .

...

}

}
} } (65)

where n, k, l are natural numbers and q′, p′ are coprime
such that p′/q′ is the simplest form of p/q. Note that
in later text, different pairs of q, p associated with the
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same lowest terms p′/q′ can represent different nonlinear
processes. In Eq. (65), the gray box should be under-
stood as some diagram whose content can be found by
following the procedure in Section IV. Collecting all rel-
evant diagrams, we obtain the effective Hamiltonian of
the form

K̃ =
∑
n>0

KnÃ†nÃn +
∑
l>0

Ωlq′,lp′ξ
lp′Â†lq

′
+ h.c., (66)

where the first summation groups the diagrams with l =
0, while each summand itself is computed by summing
the relevant diagrams over the index k in Eq. (65), and
the second summation groups the terms with l > 0, while
each summand is computed by summing over the indices
n and k.

In Eq. (66), we refer to KnÃ†nÃn as the energy renor-
malization terms because they renormalize the energy
spacing between Fock states, which are the eigenstates
of these terms, from the bare detuning δ (or ωo when the
rotating frame transformation at ω′o is undone). Terms
associated with the ac-Stark shift, Lamb shift, and Kerr
nonlinearity belong to this category and we discuss them
in more detail in Sections VI A and VI B. Correspond-
ingly, we refer to Ωlq′,lp′ξ

lp′Ã†lq′ + h.c. as the coupling
terms, since they induce a coupling between Fock states
whose indices differ by lq′. These terms are responsible
for the nontrivial nonlinear processes such as the Kerr-cat
and three-legged Schrödinger cat states previewed in Sec-
tion I and we discuss other processes derived from them
in Sections VI C and VI E. We also note that Ωlq′,lp′ , to
leading order, is a complex number whose value is deter-
mined by diagrams like that in Eq. (65) with k = n = 0.

At higher order, it is corrected by terms ∝ |ξ|2kÃ†nÃn
and as written they can be understood as the renormal-
ization of the coupling amplitude Ωlq′,lp′ .

B. Extension to multi-mode and multi-tone
systems

The diagrammatic procedure prescribed above can be
extended to multi-mode and multi-tone problems, keep-
ing the same conceptual and computational foundations.
Specifically, we may be interested in modeling a system
in which one nonlinear mode, like the one described by Ĥ
in Eq. (6), is linearly coupled with multiple linear modes
and driven by multiple sinusoidal drives. Following the
procedure in Appendix G, we obtain the Hamiltonian in
the displaced/rotated frames in the normal modes:

Ĥ =
∑
k

δkâkâ
†
k+
∑
m≥3

gm
m

(∑
k

(λkâ
†
ke
iω′kt + λkâke

−iω′kt)

+
∑
l

(ξ∗l e
iωd,lt + ξle

−iωd,lt)
)m

,

(67)

where âk and â†k are the conjugate bosonic operators for

the normal mode k satisfying [â, â†] = ~, δk = ωk − ω′k

is the detuning between the natural frequency and the
rotating frame frequency of mode k, λ2

k = Pkωk/ωo, and
Pk is the energy participation ratio [34] of mode k in the
nonlinear element of the system and

∑
k Pk = 1. The

factor ξl are the effective drive amplitude of a drive tone
at frequency ωd,l. This Hamiltonian resembles the single
mode one Eq. (8) and is the general form of the ones
describing many cQED experiments [35, 36].

Carrying out the averaging procedure over the Hamil-
tonian similar to the single mode one, we find that the
only modifications to the diagrammatic procedure stated
in Section IV are:

• In Step 2(b), the straight arrows and wavy arrows
have different colors, representing different oscilla-
tor modes (indexed by k) and drive tones (indexed
by l) at their corresponding frequencies.

• Every straight arrow, including the one linked with
another straight arrow, is associated with an addi-
tional factor λk.

• Every double-line arrow , representing a bare
off-resonant excitation at frequency ωout, is associ-

ated with a propagator
∑
k

λ2
k

ωout−ω′k
(1 − δωout,ω′k

).

It can be intuited as the off-resonant excita-
tion propagates in the medium of each oscillator
mode with a weight factor λk. For a propaga-
tor successively dressed by n Kamiltonian terms,
the associated compounded propagation factor is∑
k

λ2
k

(ωout−ω′k)n+1 (1 − δωout,ω′k
) (c.f. Eq. (50) for

n = 1 in the single mode case).

• The Husimi Q product is defined over the
multiple dimensional phase space as f̃ › g̃ =

f̃
(∑

k ~
←−
∂Ãk

−→
∂Ã∗k

)
g̃.

We illustrate this procedure further in Section VI B with
a concrete example involving a system with two modes.

C. Extension to open quantum systems

It is important to reiterate that in the perturbation
method we have presented in this work, we have con-
structed a frame in which the slow dynamics of inter-
est is described by a time-independent effective Hamil-
tonian K̂. Besides the Hamiltonian, the passage to this
frame also transforms other physical objects, for exam-
ple, the coupling between the driven nonlinear oscillator
and a thermal bath. It turns out that this transforma-
tion leads to nontrivial dissipative dynamics such as the
heating of the oscillator at zero temperature. In this sec-
tion, we briefly discuss a diagrammatic way to describe
the effective dissipative dynamics of the driven nonlinear
oscillator, which can done by computing some effective
Lindbladian governing the oscillator. This calculation is
a natural extension of that of the effective Hamiltonian
we have so far discussed.
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We now consider an extended Hamiltonian describing
not only the driven nonlinear oscillator but also its cou-
pling to a thermal bath

Ĥtot = Ĥs(t) + Ĥsb + Ĥb, (68)

where Ĥs(t) is the oscillator Hamiltonian defined in

Eq. (7), Ĥb =
∫∞

0
dωb̂†ω b̂ω is the thermal bath Hamilto-

nian containing a continuum of modes each at frequency

ω with bosonic operator b̂ω, and Ĥsb = −(â − â†) ×∫∞
0
dωhω

(
b̂ω − b̂†ω

)
defines the coupling between the os-

cillator mode â and each bath mode b̂ω with strength hω.

We note that here we impose the commutator [b̂ω, b̂
†
ω] = ~

to be consistent with that of the â mode (cf. Eq. (7)).
In the diagrammatic method, the effective Hamiltonian

of the oscillator K̂s is constructed in a frame defined by
Â whose relationship to the lab frame amounts to â →
ξe−iωdt+e−iω

′
ot(Â+η̂). In this frame, Eq. (68) transforms

to

K̂tot = K̂s + K̂sb(t) (69a)

K̂sb(t) = −Ĉ(t)×
∫ ∞

0

dωhω

(
b̂ωe
−iωt − b̂†ωeiωt

)
(69b)

Ĉ(t) = Âe−iω
′
ot − Â†eiω

′
ot + η̂e−iω

′
ot − η̂†eiω

′
ot

+ ξe−iωdt + ξ∗eiωdt,
(69c)

where we have also gone to the rotating frame of each b̂ω
mode b̂ω → b̂ωe

−iωt. With K̂tot defined as Eq. (69), one
can obtain the effective Lindbladian under the standard
Born-Markov approximation19 as

∂tρ̂s =
1

i~
[K̂s, ρ̂s] + 2π

∑
j

(
D
[√

Sff [−ωj ]Ĉωj

]
ρ̂s

+D
[√

Sff [ωj ]Ĉ
†
ωj

]
ρ̂s

)
,

D[Ô]• := Ô • Ô† − (Ô†Ô •+ • Ô†Ô)/2

Sff [−ωj ] := (1 + n̄ωj
)hωj

, Sff [ωj ] := n̄ωj
hωj

(70)

where n̄ωj
is the thermal photon number at frequency ωj

in the bath, and Ĉωj
is the Fourier component of Ĉ(t)

defined by Eq. (69c) such that Ĉ(t) =
∑
j Ĉωje

−iωjt +

Ĉ†ωj
eiωjt with ωj ≥ 0. The effect of the bath under the

Markov approximation is equivalent to a stochastic force
coupled to the system by if(t)(â − â†) with amplitude
spectral density Sff [±ωj ].

19 The standard treatment also involves going to the interac-
tion picture and performing Born-Markov approximation on

eiK̂stK̂sb(t)e−iK̂st. Yet this treatment can be avoided under
the assumption that the thermal bath is white within the neigh-
bourhood around some frequency ωj with the width covering

the interested spectrum of K̂s. See supplement of [37] for more
discussion.

We note that, remarkably, Ĉ(t) defined by Eq. (69c) is
just the sum of the resonant, off-resonant, and drive exci-
tations participating in diagrams generated by Eq. (17).
Therefore, the transformed collapse operators in Eq. (70)√
Sff [−ωj ]Ĉωj

and
√
Sff [ωj ]Ĉ

†
ωj

can be readily ex-
pressed as and computed through diagrams. For exam-
ple, the order q0

zps contribution of the collapse operators,

which are merely the untransformed ones
√
Sff [−ω′o]Â

and
√
Sff [ω′o]Â†, can be expressed as

, , (71)

where

= eiωjt
√
Sff [−ωj ] , = e−iωjt

√
Sff [ωj ]

The two diagrams in Eq. (71) are understood as the reso-
nant conversion of a resonant excitation (or ) at

frequency ω′o into a bath excitation (or ) at fre-

quency ωj with strength
√
Sff [−ωj ] ∝

√
n̄ωj

+ 1 and the

reverse process with strength
√
Sff [ωj ] ∝

√
n̄ωj

. This
association makes physical sense since the creation of a
bath excitation, as in the first diagram of Eq. (71), is
viable even for a thermal bath at zero temperature, i.e.
n̄ωj

= 0. Correspondingly, the absorption of a bath exci-
tation, as in the second diagram of Eq. (71), occurs only

at finite temperature
√
Sff [ωj ] ∝

√
n̄ωj . The resonance

condition of the conversion process determines the bath
excitation frequency, which, in this case, is ωj = ω′o.

Beyond the leading order, other terms in the trans-
formed collapse operator can be similarly computed
through diagrams like Eq. (71). Specifically, those corre-

sponding to
√
Sff [−ωj ]Ĉωj comprise of all possible two-

wave mixing processes of net frequency zero involving
one bath excitation of frequency ωj > 0 traveling away
from and one off-resonant excitation20 of frequency ±ωj
traveling into or away from . For example, in the

general case of ωd > ω′o and ωd 6= 2ω′o, the transformed
collapse operator at order q1

zps involves the off-resonant
excitations generated by the 3-wave mixers in Eq. (22)

20 The two-wave mixer with one input as the drive excitation also
constitutes a valid diagram. Yet its resulting collapse operator√
Sff [ωd]ξ does not alter the evolution of the oscillator state and

we thus omit these diagrams here.
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and reads

︸ ︷︷ ︸
ωj=ω′o+ωd

︸ ︷︷ ︸
ωj=2ω′o

︸ ︷︷ ︸
ωj=ωd−ω′o

︸ ︷︷ ︸
ωj=0

(72)

Following the same evaluation rules introduced in Sec-
tion III, the diagrams in Eq. (72) are evaluated as∑
ωj

√
Sff [−ωj ]Ĉωj

with

Ĉω′o+ωd
=

2g3

ωd
ξÂ − 2g3

ωd + 2ω′o
ξÂ, Ĉ2ω′o

=
4g3

3ω′o
Â2,

Ĉωd−ω′o =
2g3

ωd − 2ω′o
ξÂ† − 2g3

ωd
ξÂ†, Ĉ0 = 0. (73)

Accordingly, the diagrams associated with
√
Sff [ωj ]C

†
ωj

at these order are just the conjugate diagrams (c.f.
Eqs. (31), (32) and (71)) of the diagrams in Eq. (72).

As suggested by the diagrams, the transformed col-
lapse operators can be understood as the nonlinear mix-
ing between the resonant excitation, drive excitation and
the incoherent fluctuation in the thermal bath. Besides
a trivial renormalization, these transformed collapse op-
erators can lead to novel physics absent in the nondriven
system. For example, in the ωj = ωd − ω′o terms in
Eqs. (72) and (73) a drive excitation is simultaneously
converted to a resonant excitation and a bath excitation,
suggesting a non-zero temperature of the oscillator even
when coupled to a bath at zero temperature, giving rise
to an Unruh-like effect [38]. Nevertheless, in this section
we content ourselves with extending the diagrammatic
representation of the effective Hamiltonian to the effec-
tive Lindbladian. We refer the readers to a few recent
works for more in-depth discussion regarding the effec-
tive dissipative dynamics in the driven nonlinear system,
namely [37] on the life-time renormalization of Joseph-
son circuit when dispersively readout, and [39] on the
effective Lindbladian of the Kerr-cat system. In these
works the frames hosting the effective Lindbladians are
constructed via other high-frequency expansions different
from the one used in the current work (see Section V E
on how they are related); yet one can easily translate the
results into the diagrammatic language. The advantage
of our diagrammatic method is to directly capture the

diagrams that contribute to the oscillator’s decoherence
dynamics bypassing the need for high-frequency expan-
sions which get cumbersome at high orders.

D. Choice of rotating frame and the general
slow-evolving effective Hamiltonian

When computing the effective Hamiltonian, an a priori
knowledge we have injected into the analysis is some per-
tinent rotating frame at ω′o in which diagrams are con-
structed. The choice of rotating frame defines the fre-
quency of the resonant excitation = Ãe−iω′ot and
plays a crucial role in capturing the relevant nonlinear
processes — in Eqs. (65) and (66) the coupling term

Ωlq′,lp′ξ
lp′Ã†lq′ + h.c. exists only in the frame rotating

at ω′o = p′ωd/q
′ but not in any other frame in the vicin-

ity of ω′o. It is natural to then pose the question: in the
absence of an a priori knowledge concerning this rotat-
ing frame, how to perform QHB to capture the concerned
effective dynamics of the oscillator?

In this section, we answer this question by introduc-
ing the notion of a slow-evolving effective Hamiltonian,
which is a generalization of the static effective Hamilto-
nian. To see the necessity of this generalized notion, let
us first take the example of the Kerr-cat as a concrete ex-
ercise and look at the concerned dynamics in two different
frames. The first, which we have already considered in
Section I, corresponds to a frame rotating at ω′o = ωd/2.
This choice entails the knowledge that a Kerr cat system
is the quantum manifestation of the classical period dou-
bling bifurcation (thus 4π/ω′o = 2π/ωd) when the drive
is near the vicinity of twice the oscillator frequency. The
second frame does not entail any semiclassical intuition
and, for convenience, we choose it to be ω′′o = ωo that is
close to the first choice ω′o. In these two frames, we con-
sider the following diagram, which stems from the multi-
nomial expansion in Eq. (52), that is responsible for the
squeezing action generating the Kerr cat:

, . (74)

In the two frames, this three wave-mixer is associated
with a static term g3ξÃ∗ and a time-dependent term
g3ξÃ∗ei(2ωo−ωd)t, respectively. Note that in the QHB ex-

pansion that demands to be strictly static, the right

diagram in Eq. (74) will be treated as “fast-oscillating”

and collected by to describe the “micromotion”. In

turn, constructed in the rotating frame ω′′o will not col-

lect this diagram and its corresponding effective Hamil-
tonian will fail to capture the squeezing action intrinsic
to the Kerr cat system.
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To capture the Kerr cat dynamics constructed in the

rotating frame ω′′o , we relax the strict requirement for

to be static and allow it to be “slow-evolving” instead.
The rationale behind such a modification in the general
case will be discussed shortly. Note that in the driving
condition of a Kerr cat, where δ = ωo − ωd/2 � ωo,
the right diagram in Eq. (74), which corresponds to

g3ξÃ∗ei(2ωo−ωd)t = g3ξÃ∗e2iδt, is indeed slow-evolving

and should now be collected by . Following this revised

procedure, we can compute the effective Hamiltonians

in each frame as:

K̃ω′o
= δÃ∗Ã+ g3ξÃ∗2 + c.c.+O(q2

zps)

K̃ω′′o
= g3ξÃ∗2e2iδt + c.c.+O(q2

zps),

where the subscripts in K̃ω′o
, K̃ω′′o

denotes the rotat-
ing frame in which the corresponding Hamiltonian lives.
Here K̃ω′o

is the same static effective Hamiltonian as
Eq. (2), whose ground state manifold comprises of
Schrödinger cat states shown in Fig. 1 (a). In addition,

K̃ω′′o
is a slow-evolving Hamiltonian also capturing the

Kerr cat dynamics — with numerical method, e.g. the
Floquet numerical diagonalization which we will intro-
duce in Section V E, one can find that the ground state
manifold of K̃ω′′o

are also Shrödinger cat states but with
slow-evolving phase at frequency δ. Indeed, the slow-
evolving Kω′′o

can be further converted to a static ef-
fective Hamiltonian by going to another rotating frame
Ã → Ãeiδt, which yields

K̃ω′′o−δ = δÃ∗Ã+ g3ξÃ∗2 + c.c.+O(q2
zps).

Note that K̃ω′′o−δ is just the effective Hamiltonian K̃ω′o
constructed in the rotating frame at ω′o = ωd/2 = ω′′o −δ.

To better understand the motivation behind the con-
cept of the slow-evolving Hamiltonian, let us revisit the
general goal of QHB that underlies the diagrams. When
analyzing a driven nonlinear oscillator in some rotating
frame ω′o, the QHB seeks to separate the dynamics of the
oscillator into a “slow” component and a “fast” compo-

nent captured by and , respectively. The notion

of slow and fast here is relative: it means that the dy-

namics generated by through the equation of motion

dt = i (see Eq. (54) and the discussion that fol-

lows) is much slower, in a perturbative sense, than the

oscillating phase of . The key observation is that this

sought-after separation of time-scale only requires to

be slowly-varying but not necessarily static. On the con-
trary, in some cases, such as when analyzing a Kerr cat
system in the rotating frame at ω′′o = ωo as discussed in

Eq. (74), enforcing to be static can cause a diagram

with a slow-evolving phase to be collected by , leading

to the failure of separation of time-scale.
It is worth noting that if the oscillator only exhibits en-

ergy renormalization effects (captured by diagrams with

l = 0 in Eq. (65)) but not coupling effects (captured by
diagrams with l 6= 0) up to the perturbative order of
interest, then any rotating frame in the vicinity of ωo
can result in a static effective Hamiltonian. This can
be seen from Eq. (65) by noting that the diagrams with
l = 0 are always static, independent of the resonant ex-
citation frequency ω′o, which is determined by the choice
of rotating frame. In the case that the oscillator only ex-
hibits one dominant nonlinear process labeled as (q : p),
in which q number of oscillator quanta near-resonantly
couple to p number of drive photons, there exists a spe-
cial rotating frame ω′o = pωd/q in the vicinity of ωo, e.g.
(q : p) = (2 : 1) in the Kerr cat, that renders the coupling
diagram in the effective Hamiltonian to be static. Other
choices of rotating frame will yield a slow-varying effec-
tive Hamiltonian. However, in more complicated cases
where multiple nonlinear processes coexist, it is impossi-
ble to find a rotating frame that can render all these pro-
cesses static simultaneously. For example, if (q1 : p1) and
(q2 : p2) processes coexist and p1/q1 6= p2/q2, there ex-
ists no rotating frame that can render two diagrams, each
involving q1 or q2 incoming resonant excitations and p1

or p2 drive outgoing excitations, respectively, to be static
simultaneously. In these cases, the generalized procedure
of constructing a slow-evolving effective Hamiltonian is
essential to capture the full effective dynamics. We will
illustrate this generalized procedure and the power of it
in a concrete system in Section VI C (see Eq. (114)).

E. Relation to Floquet formalism

In this subsection, we briefly discuss the relationship
between our diagrammatic perturbation method and the
widely-used Floquet-based methods [17, 30, 40–42] for
analyzing periodically driven nonlinear systems. Flo-
quet theory states that the solution of a time-dependent
Schrödinger equation Ĥ(t)|Ψ(t)〉 = i~ ∂

∂t |Ψ(t)〉 for some

periodic Hamiltonian Ĥ(t+ T ) = Ĥ(t) takes the form of

|Ψm(t)〉 = e−Λ̂(t)/i~eĤFt/i~|m̃〉, (75)

where Λ̂(t), called the micromotion generator, is a peri-

odic function with periodicity T , and ĤF, called the Flo-
quet Hamiltonian, is a time independent function with
eigenstates |m̃〉 and eigenvalues εFm. The Floquet state
|Ψm(t)〉, written in the form of Eq. (75), conveys a phys-
ical picture similar to that in the QHB: the dynamics of
a driven state is decomposed into a slow dynamics gen-
erated by the static Hamiltonian ĤF and a micromotion
generated by the periodic function Λ̂(t). It is worth not-

ing that the construction of Λ̂ and ĤF is not unique. The
static part of Λ̂, denoted as Sta(Λ̂), can vary as a gauge
transformation, and as a result, the Floquet Hamiltonian
ĤF is uniquely determined up to a gauge transforma-
tion. However, the quasienergy spectrum of the system
remains invariant across different gauge choices.
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To find the solution of the Floquet state, one class
of methods, known as Floquet perturbation methods
[30, 41, 42], takes Eq. (75) as an ansatz and plugs it into
the Schrödinger equation. With some rearrangement,
one finds that the Floquet Hamiltonian ĤF is related

to Ĥ(t) by ĤF = eΛ̂/i~(Ĥ(t) + i~∂t)e−Λ̂/i~. Floquet per-

turbation methods assume that Ĥ(t), Λ̂(t), and ĤF each
is a perturbative series starting at order one in some rel-
evant perturbative parameter. These methods construct
Λ̂(t) order by order using specific iterative procedures so

that the Floquet Hamiltonian ĤF is time-independent at
each order. The Schrieffer-Wolff expansion (also known
as van Vleck expansion) [30, 41] and Floquet-Magnus ex-
pansion [42] are two notable examples of Floquet per-
turbation methods each prescribing a particular iterative
procedure mentioned above. In addition, different Flo-
quet perturbation methods are associated with different
gauges Sta(Λ̂) [14].

To relate Floquet formalism and our diagrammatic
method, we consider the periodic Hamiltonian Ĥ(t) de-
fined in Eq. (8). This Hamiltonian describes a driven
nonlinear oscillator in a displaced and rotated frame at a
frequency ω′o = pωd/q. The period of the Hamiltonian is
T = 2πq/ωd. As discussed in Section III G, the effective

Hamiltonian K̂ can be computed using diagrams, and
it is related to Ĥ(t) by a unitary transformation gener-

ated by Ŝ(t), which can be found diagrammatically from
Eq. (63). Therefore, the Floquet states associated with

Ĥ(t) are related to the eigenstates of K̂ by

|Ψm(t)〉 = e−Ŝ(t)/i~eK̂t/i~|m̃〉, (76)

where |m̃〉 denotes the eigenstates of K̂. Upon compar-
ison of Eq. (76) and Eq. (75), it becomes evident that

the effective Hamiltonian K̂ and the generator Ŝ con-
structed from our diagrammatic method are respectively
a Floquet Hamiltonian ĤF and a micromotion generator
Λ̂. Furthermore, since Ŝ is constructed as a purely ro-
tating function, the diagrammatic method corresponds
to the Floquet perturbation method with the gauge of
Sta(Λ̂) = 0, which is the choice made in the Schrieffer-
Wolff expansion [30, 41].

In the discussion above, we can see that the diagram-
matic method serves as an unconventional Floquet per-
turbation method. It begins with an additive ansatz (see
Eq. (12)) rather than an exponential one (see Eq. (75)),

yet it produces the same micromotion generator Ŝ and ef-
fective Hamiltonian K̂ as the Schrieffer-Wolff expansion.
This equivalence, already analytically demonstrated, will
be further illustrated in a concrete example in Sec-
tion VI B, where we apply the diagrammatic method
to an experimental system previously analyzed using a
Schrieffer-Wolff-like expansion in our recent work ([14]).
We will show that both methods indeed yield the same
effective Hamiltonian to a very high order in the pertur-
bative parameter.

In comparison to the conventional Floquet perturba-
tion method, a significant advantage of our diagrammatic

method is its ability to independently compute each di-
agram. This feature not only makes the diagrammatic
method compatible with parallel computing but also en-
ables the calculation of specific effective Hamiltonian
terms of interest, such as the coupling term in Eq. (66),
without computing the others. In contrast, the iterative
nature of the conventional Floquet methods requires the
knowledge of all previous terms in the Floquet Hamilto-
nian ĤF and the micromotion generator Λ̂ at each order.
As a result, the diagrammatic method can be executed
more efficiently to a perturbative order that is signifi-
cantly higher than that achievable by conventional Flo-
quet perturbation methods. This advantage is showcased
in Section VI C, where we analyze the multiphoton res-
onance process in driven superconducting circuits to an
order that was previously unattainable.

Besides the Floquet perturbation methods, a Floquet
problem can be solved exactly through Floquet numeri-
cal diagonalization, which we will review in more detail
in Appendix I. Here we consider the time-evolution op-
erator associated with Ĥ(t) as Û(0, t). The evolution of
a Floquet state over one period of time reads

Û(0, T )|Ψm(0)〉 = |Ψm(T )〉 (77a)

Û(0, T )e−Λ̂(0)/i~|m̃〉 = e−Λ̂(T )/i~eε
F
mT/i~|m̃〉 (77b)

= eε
F
mT/i~e−Λ̂(0)/i~|m̃〉. (77c)

As written in Eq. (77c), we see that the eigenvalues

and eigenvectors of Û(0, T ) are respectively eε
F
mT/i~ and

e−Λ̂(0)/i~|m̃〉, while |Φ(t)〉 = e−Λ̂(t)/i~|m̃〉 is also known
as the Floquet mode. Floquet numerical diagonalization
exploits this relation and finds the eigenenergies and Flo-
quet modes by diagonalizing Û(0, T ), which is obtained

by numerically integrating Ĥ(t) to one period.

In our work, we perform Floquet numerical diagonal-
ization, in order to captures the exact dynamics, as a
benchmark of our diagrammatic method. However, for
a strongly driven nonlinear system with around 10 or
more states, the quasienergy spectrum and Floquet states
solved from Floquet numerical diagonalization can be
challenging to decipher, especially under strong driving
conditions where many states hybridize with each other.
In contrast, our analytical method provides the advan-
tage of mapping the Floquet states into the Fock state
basis analytically. This mapping not only reveals the an-
alytical structure of the driven dynamics and but can
also serve as a useful tool when employed in conjunc-
tion with Floquet numerical diagonalization to decipher
the quasienergy spectrum and Floquet states. This will
become more clear in the concrete examples treated in
Sections VI C and VI D.
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VI. APPLICATION EXAMPLES

A. Stabilization of three-legged Schrödinger cats

In this section, we exemplify the axiomatic procedures
outlined in Section IV by providing a detailed calculation
of the three-legged Schrödinger cat states, as mentioned
in Section I. This example is particularly instructive as
it encompasses all the diagrammatic elements and rules
introduced thus far.

In particular, we consider a driven SNAIL supercon-
ducting circuit (see [12]) described by the Hamiltonian

Ĥ(t)

~
= ωoâ

†â+
∑
m≥3

gm
m

(â+ â†)m

− iΩd(â− â†) cosωdt.

(78)

In accordance with the standard quantum optics conven-
tion, here and in the following text, we take â and â† to
be the usual annihilation and creation ladder operators;
in other words, we take their commutator to be 1. In
this case, all the diagrammatic rules in Section IV re-
main valid but with three modifications: (1) the effective

Hamiltonian diagram is associated with K̂/~ instead

of K̂, (2) each ~ factor in › is replaced by a factor of 1,
and (3) each quantum bond is associated with a factor of
1 instead of ~ (c.f. Eq. (28)). Moreover, when analyzing
a Josephson circuit, we take ϕzps in lieu of qzps as the
perturbative parameter underlying the diagrams. Here
ϕzps � 1 is the zero point spread of the phase ϕ across
the Josephson junction, which is the source of the native
nonlinearity. In the Hamiltonian Eq. (78), this perturba-
tive structure is manifested as gm/ωo = O(ϕm−2

zps ).
The three-legged Schrödinger cat states are obtained

when the drive frequency ωd is chosen to be in the vicin-
ity of 3ωo/2. Provided that the nonlinearities gm’s are
correctly engineered, in a semiclassical picture, the 2/3rd
ultra-subharmonic of the drive, at frequency 2ωd/3 ≈ ωo,
can consequently be resonantly stablized through the os-
cillator. We refer to this process as the (3 : 2) ultra-
subharmonic bifurcation, the general class of which will
be discussed in more detail in Section VI E. In the quan-
tum regime, this bifurcation manifests when the sys-
tem adopts the three-legged Schrödinger cat states as
its ground states. We capture this bifurcation process by
transforming H(t) in Eq. (78) to a new frame amount-

ing to â → âe−iω
′
ot + ξe−iωdt, where ξ = iΩdωd

ω2
d−ω2

o
and

ω′o = 2ωd/3. The transformed Hamiltonian reads

Ĥ(t)

~
= δâ†â+

∑
m≥3
m∈N

gm
m

(âe−iω
′
ot + â†eiω

′
ot

+ ξe−iωdt + ξ∗eiωdt)m
(79)

with δ = ωo − ω′o. Now we can use the diagrammatic
method to directly write down the effective Hamiltonian
associated with Eq. (79).

The most important effective Hamiltonian terms are
those associated with the diagrams of 5-wave compos-
ite mixers with two incoming drive excitations and three
outgoing resonant excitations. Such diagrams, in alge-
braic form, read Ω3,2ξ

2Â†3 + h.c. with some prefactor
Ω3,2 = O(ϕ3

zps) to be determined. These terms obey
three-fold rotational symmetry in phase space and are
directly responsible for the bifurcation. We are inter-
ested in finding the leading order contribution of Ω3,2

diagrammatically. To this end, we first follow Step 1 in
Section IV and write down the forest of unrooted trees
involving 5 leaves as

. (80)

Following Steps 2-4, for the five external edges in each
tree above, we assign two incoming drive excitations and
three outgoing dressed resonant excitations, and for each
internal edge we assign a dressed off-resonant excitation
traveling in either direction. The first tree in Eq. (80)
consequently yields 2 unique diagrams

, (81a)

the second tree yields 14 unique diagrams

,

(81b)

and the third tree yields 40 unique diagrams, whose ex-
plicit can be form written down in a straightforward way.

Each diagram above is to be further transformed fol-
lowing Steps 5-7, which we concretely illustrate with the
last diagram in Eq. (81b) as an example. First, at Step 5,

we convert a traveling away from a mixer to a .
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This yields three diagrams each a rooted tree:

(82)

These diagrams are at the level of Hamiltonian

(K̃/~) and, to evaluate them at Step 7 (we discuss Step

6 later), they are further converted to the level of by

replacing with :

, (83)

where we have re-orientated the diagrams in a way similar
to those in Section III. The three diagrams in Eq. (83) to
leading order (i.e. considering only the bare propagator
contribution of and the bare resonant excitation of

) correspond to

g3ξ ›

( g4

∆−ωd/3
ξ › Ã∗ › Ã∗

)
+ g4

( g3

∆−ωd/3
ξ › Ã∗

)
› ξ › Ã∗

+ g4Ã∗ ›

( g3

∆−ωd/3
ξ › Ã∗

)
› ξ = −3g3g4

ωd
ξ2Ã∗2, (84)

where ∆−ωd/3 = − 1
3ωd −

2
3ωd is the bare detuning be-

tween the off-resonant excitation at −ωd/3 and the res-
onant excitation at ω′o = 2ωd/3. The leading order ef-
fective Hamiltonian terms associated with Eq. (82) are

computed by integrating Eq. (84) over Ã∗. This re-

sults in −g3g4ξ
2Ã∗3/ωd − g3g4ξ

∗2Ã3/ωd, which in the

Hilbert space representation reads −g3g4ξ
2Â†3/ωd −

g3g4ξ
∗2Â3/ωd.

With the assistance of a computer program [20], we
construct all the bare diagrams derived from Eq. (80)
and evaluate them as

(2g5 −
165g3g4

8ωd
+

195g3
3

4ω2
d

)ξ2Â3 + h.c., (85)

which are just the terms displayed in the second line of
Eq. (4). These terms are directly responsible for the
three-legged cat formation as they endorse a 3-fold rota-
tional symmetry in phase space. Since the sought-after
terms are already captured, we truncate our perturba-
tive expansion at this order, i.e. ϕ3

zps, while higher order
terms will only perturbatively correct the effective dy-
namics captured at this order.

Within order ϕ3
zps, a different type of diagrams con-

tributing to the effective Hamiltonian are those contain-
ing equal number of incoming and outgoing waves for
each type of excitation. Following Steps 1-4 in Sec-

tion IV, one constructs 21 such diagrams as

︸︷︷︸
Type I

︸ ︷︷ ︸
Type II

︸ ︷︷ ︸
Type III

· · ·

(86)

where the diagrams not explicitly displayed are those
similar to the displayed ones with the external edges
permuted or the internal edges inverted. Note that in
Eq. (86), we represent the resonant excitations in each
diagram in their bare form, with the exception of the
first one. This is because the dressed resonant excita-
tion includes corrections to the bare one at order O(ϕ2

zps)
(see Eq. (64)). Consequently, only the first diagram in
Eq. (86) with these corrections is O(ϕ3

zps), while the oth-

ers are O(ϕ4
zps), which is beyond the perturbative order

of interest. The off-resonant excitations in Eq. (86) are
depicted in their dressed form, as they involve O(ϕzps)
corrections beyond the bare ones (see Eq. (41)) and are
thus relevant in these diagrams. In addition, based on the
leaf vertices, the diagrams in Eq. (86) are further cate-
gorized into three types as indicated by the explicit label
in Eq. (86) containing both the displayed diagrams and
undisplayed diagrams similar to the displayed ones. We
will discuss the role of each type in the effective Hamil-
tonian soon.

Each diagram in Eq. (86) is evaluated following Step 5-
8. Specifically, the bare diagram contribution to Eq. (86)
should be evaluated first following Step 5 and 7, in a man-
ner similar to evaluating the diagrams in Eq. (81). We
refrain from detailing these steps once more for the sake
of brevity. Furthermore, since the diagrams in Eq. (86)
involve dressed oscillator and dressed off-resonant exci-
tations, the relevant Steps 6 and 8, which were omitted
in the evaluations of Eq. (81), should also be performed.
We now illustrate the procedures of evaluating these di-
agrams involving dressed components.

We first consider diagrams involving dressed propaga-
tor of the off-resonant excitation by taking the third di-
agram in Eq. (86) as an example. Following Steps 5 & 8,

we can convert this diagram to the level of as

= + + +O(ϕ4
zps),

(87)

where we have expanded the dressed off-resonant excita-
tion in the left-hand side following Eq. (41). In algebraic
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form, the series in the right-hand side of Eq. (87) reads

g3ξ ›

(
g3

∆5ωd/3
ξ › Ã

)
+ g3ξ ›

(
δg3

∆2
5ωd/3

ξ › Ã

)

+ g3ξ ›

(
1

∆5ωd/3
{{δÃ∗Ã, g3

∆5ωd/3
ξ › Ã}}

)
+O(ϕ4

zps),

=
g2

3

ωd
ξ2Ã+O(ϕ4

zps) (88)

where ∆5ωd/3 = 5
3ωd−

2
3ωd is the bare detuning between

the off-resonant excitation at 5ωd/3 and the resonant ex-

citation at ω′o = 2ωd/3. Integrating Eq. (88) over Ã∗, one
then obtains the leading order contribution of the third
diagram Eq. (86) in to the effective Hamiltonian.

To evaluate the first diagram in Eq. (86), which in-
volves the dressed resonant excitation, we follow Step 5
and 8 in Section IV and convert this diagram to the level

of as

= +

(1) (1)
+ O(ϕ4

zps), (89)

where we have expanded the dressed resonant excita-
tion in the left-hand side following Eq. (64). Evaluating
Eq. (89) to order ϕ3

zps requires plugging in the leading

order contribution of the off-resonant excitation .

Following Step 6 in Section IV, we collect all the off-
resonant excitations present in the diagrams in Eqs. (81)
and (86). This yields:

= + + + + + + · · · ,

(90)

where we have explicitly displayed some representational
terms at order ϕ1

zps. By plugging Eq. (90) into Eq. (89),
we obtain

= + + + · · · ,

(91)

where each diagram can be readily evaluated following
the rules introduced in Sections III E to III G. For brevity,
we only explicate the evaluation of the second diagram
in the right-hand side of Eq. (89) as follows:

eiω
′
otδ

2!
{{{{Ãe−iω

′
ot,

∫
dÃ∗ g3

∆4ωd/3
Ã › Ãe−iω

′
ot}},∫

dÃ∗ g3

∆0
Ã › Ã∗eiω

′
ot}}

= −9δg2
3

4ω2
d

Ã∗Ã2 − 27δg2
3

8ω2
d

Ã,

where ∆4ωd/3 = 4
3ωd −

3
2ωd is the detuning between the

off-resonant excitation at 4ωd/2 and the resonant excita-
tion at ω′o = 2ωd/3 and ∆0 = 0 − 3

2ωd is the detuning
between the off-resonant excitation at 0 frequency and
the resonant excitation.

Each diagram in Eq. (91) is constructed at the level

of . To compute its corresponding contribution to the

effective Hamiltonian (K̃/~), we perform an “inte-

gration” over , as defined by the series in Eq. (56).
This operation, to leading order, corresponds to an in-
tegration over (Ã∗), with higher-order corrections
being at order O(ϕ2

zps). When computing the Hamilto-

nian term up to ϕ3
zps, these corrections should be taken

into account for the first diagram in the right-hand side
of Eq. (91), which itself is at order ϕ1

zps. In particular,
the Hamiltonian term associated with this diagram can
be expanded as:

= + − + · · · (92)

= + + + · · · ,

(93)

where Eq. (92) is just Eq. (56) with specified as the

first diagram in the right-hand side of Eq. (91), and in
Eq. (93) we have further plugged in Eq. (64) for and

Eq. (90) for . The first diagram in Eq. (93) is sim-

ply evaluated as
∫
dÃ∗δÃ = δÃ∗Ã, and other diagrams
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can be evaluated similar to those in Eq. (91). For exam-
ple, the algebraic expression associated with the second
diagram in Eq. (93) reads∫

dÃ∗

× eiω
′
ot{{δÃ∗Ã , 1

2!
{{{{Ãe−iω

′
ot,

∫
dÃ∗ g3

∆4ωd/3
Ã › Ãe−iω

′
ot}},∫

dÃ∗ g3

∆0
Ã › Ã∗eiω

′
ot}}}}.

=
9δg2

3

8ωd
Ã∗2Ã2 +

27δg2
3

8ωd
Ã∗Ã

Up to now, we have demonstrated all the diagrammatic
procedures required for computing the effective Hamilto-
nian of the three-legged Schrödinger cats in a driven su-
perconducting circuit. To obtain such effective Hamilto-
nian to order ϕ3

zps, which is 2 order beyond rotating wave
approximation, we have utilized all of the diagrammatic
elements and rules established in Section III. Computing
higher-order Hamiltonian terms in this example, as well
as in other examples covered later, involves more com-
plex expansions using the same set of the diagrammatic
ingredients. In the remainder of this section, rather than
manually performing these intricate diagrammatic cal-
culations, we will employ a computer program [20] that
implements all of the diagrammatic rules we have devel-
oped.

With the assistance of the computer program, we com-
pute the algebraic expressions associated with all dia-
grams in Eq. (86) and, up to order ϕ3

zps, display it below:

(detuning

↑

δ +

ac-Stark shift︷ ︸︸ ︷(
6g4 −

180g2
3

7ωd
+

1494δg2
3

49ω2
d

)
|ξ|2

+ 3g4−
10g2

3

ωd
+

5δg2
3

ω2
d︸ ︷︷ ︸

Lamb shift

)
Â†Â+

(3

2
g4−

5g2
3

ωd
+

5δg2
3

2ω2
d

)
︸ ︷︷ ︸

Kerr nonlinearity

Â†2Â2.

(94)

There exist four different type of terms in Eq. (94) and
they are related to the three types of diagrams in Eq. (86)
as follows: the Type I diagram in Eq. (86) is associated
with the detuning term and any other term involving δ
in Eq. (94), Type II diagrams are associated with the
ac-Stark shift terms, and Type III diagrams with the
the Lamb shift terms and the Kerr nonlinearity terms —
the latter correspond to the Type III diagrams with one
quantum bond when represented in the expanded form.
We note that the Kerr nonlinearity, at order ϕ2

zps, van-

ishes for g3/ωd =
√

3g4/10ωd (or g3/ω
′
o =

√
9g4/20ω′o).

This is also known as the Kerr-free point in a SNAIL
circuit [6], where the value of g3 and g4 are tunable with
external magnetic flux threaded in the circuit.

Adding together the effective Hamiltonian terms from
Eqs. (85) and (94), we obtain the full effective Hamilto-

(a) (b)

FIG. 2. Schematic of the circuits of interest. (a) A transmon
(in turquoise color) capacitively coupled to a cavity (in brown
color). (b) A transmon capacitively coupled to a transmission
line with a periodic drive at frequency ωd.

nian up to the order of ϕ3
zps as

K̂

~
=
∑
n=1,2

KnÂ†nÂn + Ω3,2ξ
2Â†3 + h.c.+O(ϕ4

zps),

(95)

where the coefficients of K1,K2 and Ω3,2 are defined by
the corresponding ones in Eqs. (85) and (94). The emer-
gence of three-legged cat states from Eq. (95) is intri-
cately controlled by the effective Hamiltonian coefficients
and its precise description is left for future work. Qualita-
tively, three-legged cat states are stabilized in the regime
K2

<∼ Ω3,2ξ
2, which is similar to the Kerr-cat states that

has been intensively studied recently [10, 13, 43, 44]. For
the parameters chosen in Fig. 1 (b), we indeed choose g3

and g4 near the Kerr-free point to find this regime.

B. Modeling the energy renormalization effects of
a driven superconducting circuit and comparison

with experimental results

Having provided an illustrative example in the last sec-
tion, we consider in this section a system of interest in
cQED experiments, a transmon coupled to a high-Q cav-
ity as shown in Fig. 2 (a). Our goal is to find the en-
ergy renormalization effects on both of the transmon on
the cavity modes when the latter is prepared in a co-
herent state with large photon occupation. This system
has been employed to engineer GKP states in a recent
experiment [45] and modeling its dynamics is essential
to achieve high-fidelity quantum control. We also use
this example to demonstrate the diagrammatic method
in multi-mode systems, the general procedure of which
has been introduced in Section V B.

Specifically, we write the Hamiltonian of the system in
normal modes (see Appendix G) as

Ĥ

~
= ωaâ

†â+ ωcĉ
†ĉ− EJ

~

(
cos ϕ̂+

ϕ̂2

2

)
, (96)

where â and ĉ denote annihilation operators associated
with the qubit-like and cavity-like modes and ωa and ωc
denote their respective natural frequencies. The operator
ϕ̂ = ϕzps,a(â + â†) + ϕzps,c(ĉ + ĉ†) is the phase operator
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across the Josephson junction, where ϕzps,a, ϕzps,c repre-
sent the participation of the corresponding modes in the
zero point spread of the junction phase. These parame-
ters are determined as ϕ2

zps,i = Pi~ωi/2EJ for i = a, c,
where Pi represents the ratio between the inductive en-
ergy stored in the Josephson junction and the total in-
ductive energy stored in mode i and is a circuit design
parameter (see [34] and Appendix G). The Josephson
energy is denoted EJ and the function cos(ϕ̂) + ϕ̂2/2,
up to constants, contains the anharmonic part of the
Josephson potential under a Taylor series expansion. Go-
ing into a rotating frame induced by the Hamiltonian
~ωaâ†â+~ωcĉ†ĉ and with cos ϕ̂ expanded as a Taylor se-
ries around its potential minimum at zero, Ĥ in Eq. (96)
transforms to

Ĥ

~
=

∞∑
m=4

gm
m

(λa(âe−iωat + â†eiωat)

+ λc(ĉe
−iωct + ĉ†eiωct))m,

(97)

where gm = (−1)1+m/2ωaϕ
m−2
zps /2(m−1)! for even m and

0 for odd m, with ϕzps =
√
~ωa/2EJ and λ2

i = Piωi/ωa
for i = a, c. In the dispersive regime [46] we consider in
this section, λa ∼ 1 and λc � 1.

Equation (97) is in the form of Eq. (67), and the di-
agrammatic prescription for multi-mode problem intro-
duced in Section V B can be readily employed. In particu-
lar, the 2-mode diagrams are similar to single-mode ones,
but with two types of resonant excitations participating.
For example, to leading order the diagrams emerged from
Eq. (97) are

· · ·

(98)

where the straight arrows of turquoise and brown color
respectively correspond to resonant excitations of the
transmon and cavity. As annotated in the equa-
tion above, each straight arrow is associated with an
algebraic expression λaÃe−iωat, λaÃ∗eiωat, λqC̃eiωqt or

λqC̃eiωct, where (Ã, Ã∗) and (C̃, C̃∗) are respectively the
bosonic coordinates of the transmon and the cavity
modes in the frame of the effective Hamiltonian. Note
that the Husimi Q product › in Eq. (98) is now de-

fined over the 2-dimensional phase space as f̃ › g̃ =

f̃ exp
(
~
←−
∂ Ã
−→
∂ Ã∗ + ~

←−
∂ C̃
−→
∂ C̃∗

)
g̃. The algebraic expres-

sion associated with the first order diagrams in Eq. (98)
reads

3g4(λ2
a + λ2

c)λ
2
aÃ∗Ã+

3g4

2
λ4
aÃ∗2Ã2

+ 3g4(λ2
a + λ2

c)λ
2
c C̃∗C̃ +

3g4

2
λ4
c C̃∗2C̃2

+ 6g4λ
2
aλ

2
cÃ∗Ã C̃∗C̃.

(99)

We remark that the first term in Eq. (99) corresponds to
two types of diagrams in the expanded form:

, (100)

where each type, which also contains those diagrams
look similar to the displayed diagram but with the ex-
citations permuted, is associated with 3g4λ

4
aÃ∗Ã and

3g4λ
2
aλ

2
cÃ∗Ã, respectively. In addition, since λc � λa ∼

1, the contribution of the second type diagram is much
smaller than that of the first type. In general, due to the
smallness of λc,

21 diagrams involving a quantum bond
between cavity excitations are much smaller than those
containing the same set of external excitations but not
involving such a quantum bond.

At the next order, diagrams involving off-resonant ex-
citations start to emerge, which are evaluated in a way
different from the single-mode case and we discuss it now.
We consider a specific term

= +

(101)

as an example here. Each diagram above contains an
off-resonant excitation at frequency ωout = −ωc output
by the 4-wave mixer in the right of the diagram. Ac-
cording to the rules discussed in Section V B, the prop-
agator of the off-resonant excitation in the first diagram
is evaluated as = λ2

a/(ωout − ωa) + λ2
c/(ωout − ωc).

This expression motivates expanding the diagram in the
left-hand side of Eq. (101) as the two diagrams in the
right-hand side — the two colored off-resonant excita-
tions are associated with the propagator λ2

a/(ωout − ωa)
and λ2

c/(ωout − ωc) and we interpret them as the prop-
agation of off-resonant excitation through the cavity
mode and the transmon mode, respectively. Similar to
Eq. (100), the propagation through cavity mode is much
smaller than the transmon one due to the smallness of
λc � ϕzps � λa ∼ 1. For the sake of simplifying
the diagrammatic computation, in the rest of analysis
in this section we ignore the diagrams involving cavity-
mode quantum bonds or off-resonant excitation propa-
gating through cavity mode.

With the diagrammatic construction in the 2-mode
system illustrated above, we compute the effective Hamil-

21 We note that λc is independent of the perturbative parameter
ϕzps and usually much smaller than the latter when the cavity
has a small participation in the nonlinear mode. This is often
the case of a cativity dispersively coupled to the transmon. In
the particular system we treat here λc = 0.0073 and ϕzps = 0.33.
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FIG. 3. Parameter-free model of the ac-Stark shift data of
the qubit mode in a transmon-cavity superconducting circuit
as a function of cavity occupation number n̄. Open black
circles represent experimental data taken from Fig. S2 in
[14]. Dashed lines represent the theoretical prediction from
the diagrammatic method for different orders of ϕzps. Theory
prediction converges to the experimental data at sufficiently
high order of expansion.

tonian of Eq. (97) to the order of ϕ10
zps as

K̂

~
=

∑
m,n≥0,
m+n≤6

Km,nÂ†mÂmĈ†nĈn +O
(
ϕ12

zps

)
, (102)

where each Km,n is a function of ϕzps, λa, λc, ωa, ωc, and
we have explicitly suppressed the functional form for
brevity. We note that here we assume that ωa and ωc
are incommensurable, and thus, Eq. (102) only contains
energy renormalization terms.

We test our model by comparing the measured effective
Hamiltonian parameters found in a recent experiment
[45] consisting of a transmon qubit coupled to a high-
Q superconducting cavity.22 The coefficients of Eq. (97)
are fully determined by the following independently cal-
ibrated parameters measured experimentally in the ab-
sence of drives:

ω01,exp

2π
=
ωa +K1,0,exp

2π
= 6.657 GHz,

ωc,exp

2π
= 5.261 GHz,

χexp

2π
=
K1,1,exp

2π
= −31.2 kHz,

αexp

2π
=

2K2,0,exp

2π
= −193.29 MHz,

(103)

where ω01,exp, χexp and αexp respectively correspond to
the measured qubit frequency, qubit-cavity cross-Kerr co-
efficient, and the qubit anharmonicity, and the subscript

22 Note that in a previous work [14] we developed a different per-
turbation method to explain the same set of experimental data.

(a)

(b)

FIG. 4. Parameter-free model of the cavity frequency data as
a function of cavity photon number n̄ with the qubit prepared
in (a) |0〉 and (b) |1〉. Open black circles represent experi-
mentally measured data taken from Fig. S1 in [45]. Dashed
lines represent theoretical prediction from the diagrammatic
method with zero fit parameters. Theory prediction converges
to the measured data at sufficiently high order in the pertur-
bative parameter ϕzps.

“exp” indicates an experimentally measurable quantity;
see Supplement of [45] for characterization details. By a
numerical diagonalization of Eq. (96), we map Eq. (103)
to EJ/2π = 32.33 GHz, ωa/2π = 6.843 GHz, ωc/2π =
5.261 GHz, λa = −0.99996 and λc = 0.0073. Here, we re-
fer two different measurements detailed in [45] and show
agreement between the experimental data and the per-
turbative results.

The first is a measurement of the transmon ac-Stark
shift, the photon-number dependent frequency renormal-
ization, as a function of the mean photon number n̄ =
|α|2 for a coherent state |α〉 prepared in the cavity. In the

effective Hamiltonian K̂ in Eq. (102), the measurement

represents 〈1, α|K̂|1, α〉−〈0, α|K̂|0, α〉 =
∑6
n=0K1,nn̄

n/~
as a function of n̄ = |α|2, where |i, α〉 denotes a state with
the transmon mode in the i-th state and the cavity mode
in a coherent state of size α. Open black circles in Fig. 3
represent experimentally measured data. Dashed lines
represent the theoretical prediction, with different colors
representing the perturbative results to different orders.
They converge to the experimental data as the expansion
is performed to higher orders.

The second is a measurement of the cavity frequency
as a function of the cavity photon number n̄ with the
qubit prepared in (a) |0〉 and (b) |1〉. In the effective

Hamiltonian K̂ in Eq. (102), we model this measurement
as the renormalized cross-Kerr coefficient with the cavity
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in a Fock state |n〉, i.e., 〈i, n+ 1|K̂|i, n+ 1〉−〈i, n|K̂|i, n〉
versus n̄ = n where in (a) |i〉 = |0〉 and (b) |i〉 = |1〉. The
expectation value taken over the Fock state |n〉 serves
as a faithful proxy to the measurement performed over
the coherent state |α〉 with |α|2 = n̄, because the mea-
sured frequency is independent of the phase of the cavity
field. Open black circles in Fig. 4 are the measured data.
Again, dashed lines represent the theoretical prediction,
with different colors representing the perturbative result
to different orders. They converge to the measured data
as the order becomes higher.

With these two experiments, we have demonstrated
the accuracy and convergence of the effective Hamilto-
nian description constructed through diagrams by com-
paring with the experimental data. Note that, for this
experimental system consisting of a strongly anharmonic
transmon, the perturbative parameter23 ϕzps = 0.33 is
only moderately small and thus the perturbation expan-
sion has to be carried out to high order to explain the
experiments with large cavity photon occupation. More-
over, we remark that the starting point Eq. (96) of this
example is an undriven time-independent system. Yet
with proper transformation, we obtain a time-dependent
Hamiltonian Eq. (97) that is suitable for the diagram-
matic analysis.

Lastly, we note that in a previous work [14], we
have analyzed the same experimental system using a
Schrieffer-Wolff-like expansion, which is a Floquet per-
turbation method. Here, we confirm that the analytical
results obtained from this method and our diagrammatic
method are the same for the two measurement schemes
discussed above. This equivalence of results in this spe-
cific system supports the claim made in Section V E that
our diagrammatic method is equivalent to the Floquet
perturbation method.

C. Multiphoton resonances in a driven
superconducting circuit

As discussed in Section V A, when the drive frequency
is in the vicinity of pωo/q for some integers p, q, the ef-
fective Hamiltonian of a driven nonlinear oscillator is of
the form

K̂

~
=
∑
n>0

KnÂ†nÂn +
∑
l>0

Ωlq′,lp′ξ
lp′Â†lq

′
+ h.c. (104)

where p′/q′ equals to p/q in its factored form; in other
words, q′ and p′ are coprime. From the Hamiltonian
in Eq. (104) a variety of nonlinear processes emerge —
we have demonstrated in Section VI A the three-legged
Schrödinger cat states in the case of (q : p) = (3 : 2), and

23 Because the system contains no odd rank nonlinearity, the actual
perturbative parameter is actually ϕ2

zps.

in Section VI B the energy renormalization of the oscilla-
tor states when the coupling terms Ωlq′,lp′ξ

lp′Â†lq′ + h.c.
are absent in Eq. (104). In this section, we discuss an-
other class of processes, multiphoton resonances, due to
the coupling terms.

In a nutshell, a multiphoton resonance labeled (q : p) is
the coherent coupling between the i-th state and (i+q)-th
state when they are (near-)resonant in the effective frame

that K̂ lives in. The uncoupled energies of the states are
determined by the terms KnÂ†nÂn in Eq. (104) and the

coupling, to leading order, is created by Ωq,pξ
pÂ†q+h.c..

In the lab frame, the resonance condition of such a multi-
photon resonance translates to Ẽi+q − Ẽi = p~ωd, where

Ẽi is the renormalized energy of the i-th state under the
drive. The coupling between the i-th and (i+ q)-th state
can also be understood as a Raman transition between
the states mediated by p drive photons. We also note
that the (q : p) multiphoton resonances associated with
the same simplified fraction p′/q′ form a family of pro-
cesses sharing the same form of the effective Hamiltonian
Eq. (104). Yet these processes each happens at a differ-

ent resonance condition controlled by KnÂ†nÂn, which
are determined by the drive parameters.

Multiphoton resonances have been observed in driven
nonlinear systems for several decades. In Josephson cir-
cuits, recent works have shown experimental [47, 48] and
numerical evidence [48, 49] that multiphoton resonances
are responsible for anamolous state transitions. It has
been demonstrated that these resonances play a major
role in qubit readout limiting fidelities and constrain-
ing the regime of operation [46, 50]. However, a gen-
eral analytical description of these processes is missing so
far. In this section, we employ the diagrammatic method
to characterize multiphoton resonances in Josephson cir-
cuits and discuss design principles for their mitigation.

1. Example: (5 : 3) multiphoton resonance in a transmon

For the sake of concreteness, in this section we consider
a transmon periodically driven through its charge degree
of freedom as shown in Fig. 2 (b). The Hamiltonian of
the system reads

Ĥ(t) = 4EC(N̂ −Ng)2 − EJ cos ϕ̂+ EdN̂ cosωdt,
(105)

where the canonically conjugate operators ϕ̂ and N̂ are
the phase and charge operators across the junction in
the unit of magnetic flux quantum and Cooper pair re-
spectively, and they satisfy the commutation relation
[ϕ̂, N̂ ] = i. The transmon is characterized by the tun-
neling energy of the Josephson junction EJ , the effective
charging energy of the shunting capacitance EC , and the
charge offset across the junction Ng. The drive is char-
acterized by its energy Ed and frequency ωd. In the rest
of this work, we take Ng = 0 for simplicity. In the
case that Ng 6= 0, the additional operator-valued term
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in the Hamiltonian −8ECNgN̂ = −8ECNgN̂ cos(0t) can
be viewed as an additional drive tone of driving energy
−8ECNg and zero frequency. The system then can be
analyzed as a two-tone problem following the diagram-
matic procedure discussed in Section V B.

Expanding the cosine Josephson potential around its
minimum at ϕ̂ = 0, the Hamiltonian in Eq. (105) can
be re-expressed in the form describing a driven nonlinear
oscillator

Ĥ(t)

~
= ωoâ

†â+
∑
m≥4
m∈2Z

gm
m

(â+ â†)m

− iΩd(â− â†) cosωdt,

(106)

where ωo =
√

8EJEC is the natural frequency of the
oscillator and gm = (−1)(m−2)/2ωoϕ

m−2
zps /2(m − 1)! are

the even-rank nonlinearities while the odd-rank ones are
zero due to the symmetry of the cosine potential. Here
â = (ϕ̂/ϕzps + iN̂/Nzps)/2 is the annihilation operator

and ϕzps = (2EC/EJ)1/4 and Nzps = 1/2ϕzps are re-
spectively the zero-point spreads of the phase and charge
across the junction. The parameter Ωd = NzpsEd is the
drive amplitude.

We first analyze a particular multiphoton resonance
(5 : 3) that is manifested when the drive frequency ωd is
in the vicinity of 5ωo/3. Similar to the previous exam-
ples, we perform the frame transfromation on Eq. (106)

amounting to â → âe−iω
′
ot + ξe−iωdt, where ξ = iΩdωd

ω2
d−ω2

o

and ω′o = 3ωd/5. The transformed Hamiltonian is of the
form

Ĥ(t)

~
= δâ†â+

∑
m≥4
m∈2Z

gm
m

(âe−iω
′
ot + â†eiω

′
ot

+ ξe−iωdt + ξ∗eiωdt)m,

(107)

with δ = ωo − ω′o.
In the effective Hamiltonian computed from Eq. (107),

the coupling terms to leading order are born from the
bare diagrams

· · · ,

(108)

where we suppress the diagrams similar to the displayed
ones but with the external edges permuted or with the
internal ones inverted. These terms are associated with
effective Hamiltonian terms Ω5,3ξ

3Â†5 + h.c., with

Ω
(6)
5,3 = 7g8 −

1745g4g6

18ωd
+

21275g3
4

72ω2
d

, (109)

where the superscript (6) indicates the order of ϕzps the
coupling term is computed to. The three terms in the
right-hand side of Eq. (109) correspond to diagrams com-
prising of an 8-wave mixer, a cascade of a 4-wave mixer

�������
- -1

1

0

-

FIG. 5. Energy spectrum of a driven transmon. The trans-
mon (EJ/h = 30 GHz, EC/h = 0.15 GHz, Ng = 0) and
drive parameters (ωd/2π = 8.97 GHz) are chosen to be typ-
ical ones in cQED experiments. (a) Quasienegies of Floquet
states in the 1st Brillouin zone of the driven transmon de-
fined by Eq. (105) as a function of drive strength |ξ|2. Un-
der the periodic drive, quasi-energies live in Brillouin zones
with width of ~ωd, where ωd/2π = 8.97 GHz. States with
large energy difference in lab frame can have near-degenerate
quasi-energies and interact with each other, indicated as the
anti-crossing in the plot. Solid color lines and transparent
lines are intra-well states and running states respectively. The
running states interacting weakly with intra-well states are
not shown. (b) A zoom-in of (a) which shows an anti-crossing
of size 2ΩR

0↔5,3 = 1.2 MHz between |0̃〉 and |5̃〉 bridged by 3

drive photons, where ΩR
0↔5,3 is the Rabi rate between them.

(c) The undriven spectrum of the transmon with the shape of
the each wavefunctions depicted and plotted over the Joseph-
son potential U(ϕ) = −EJ cos(ϕ). The first 13 states are
intra-well and others are running states.

and a 6-wave mixer, and a cascade of three 4-wave mix-
ers, respectively. We remark that even though these three
terms are of the same order (ϕ6

zps), their prefactors form
an ordered list ranging from 7 to 21275/72, resulting in
a ratio of 40.24) This is because the prefactor of an

24 If one also considers the 1/(m−1)! factor in the definition of gm
(c.f. Eq. (106)), the strength of the g3

4 term is 985 times larger
than that of the g8 term!
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effective Hamiltonian term is related to the number of
diagrams associated with it. For the same set of exter-
nal excitations, the cascaded mixing diagrams contain
more permutation-generated configurations than a sim-
ple mixer. This makes 7g8, an RWA term from Eq. (107),
a poor approximation for the full coupling term and ren-
ders the high order description, and thus our diagram-
matic method, necessary for even a qualitative descrip-
tion of the multiphoton resonance process.

Eq. (108) corresponds to the particular coupling be-
tween the ground state of the transmon and the 5th
excited state when they are near-resonant with 3 drive
photons. The relevant dynamics, to leading order, is cap-
tured by the effective Hamiltonian Eq. (104) reduced to
the submanifold spanned by 0th and 5th Fock states as

K̂

~
=

[
E0 Ω∗0↔5,3

Ω0↔5,3 E5

]
. (110)

Here E0, E5 are the renormalized energy of the two Fock
states and determined by the energy renormalizing terms
in Eq. (104) as Ei = 〈i|

∑
nKnÂ†nÂn|i〉, where Kn’s are

functions of ωd and ξ. The off-diagonal term Ω0↔5,3 =

〈5|Â†5|0〉ξ3Ω5,3 is the multiphoton Rabi rate between the
two states when resonant, i.e. E0 = E5 = 0, and Ω5,3 to
leading order is given by Eq. (109).

To verify the effective description given by Eq. (110)
of the (5 : 3) resonance, we compare it with an exact
calculation, which we find by solving Eq. (105) via Flo-
quet numerical diagonalization (see [48] and Appendix I).
Specifically, we fix ωd to be a particular value near 5ωo/3
and, in Fig. 5, we plot the Floquet quasienergy spectrum
of the transmon as a function of |ξ|2. In the regime where
the dominant nonlinear processes are multiphoton reso-
nances, the quasienergies εFn of the Floquet states |ñF〉
can be understood as εFn = Ẽn mod ~ωd, where Ẽn is
the Stark-shifted energy of the n-th state of the trans-
mon in lab frame. For this reason, the quasienergies of
the lower lying excited states (those with small non-zero
index n) in Fig. 5 (a) decrease as |ξ|2 increases, and to
leading order the Stark-shift is 6g4|ξ|2n! (c.f. Eq. (94)).
In this example, the drive frequency ωd is chosen in a
way that εF5 is slightly larger than εF0 at ξ = 0 (or, in
the lab frame, the undriven energy of the 5th excited
state E5 is slightly larger than E0 + 3~ωd). As |ξ|2 in-
creases to 0.568, the quasienergy of 5th Floquet state
Stark-shifts into resonance with the 0th Floquet state,
and one observes an 1.2 MHz anti-crossing predicting a
Rabi coupling between the states with strength given by
Ω0↔5,3/2π = 0.6 MHz. By comparing this value with the
analytical Rabi coupling prediction of 0.67 MHz given by
Eq. (110), we find excellent agreement between Floquet
numerics and our analytics, which we obtained via our
diagrammatic perturbation method.

2. Characterization of general multiphoton resonance in
transmons

In general, for a transmon with Ng = 0, the ground
state can couple to the q-th excited state if the resonance
condition Ẽq − Ẽ0 = p~ωd is met and q+ p has even par-
ity. This leads to a dense and complicated landscape of
multiphoton resonances in the drive and oscillator pa-
rameter space, which we characterize now. Specifically,
we will analyze the lowest order processes (q : p) with
q + p ≤ 16 and those occurring inside an experimentally
relevant window ωd ∈ [1.1ωo, 2ωo]. The methods dis-
cussed below can be applied to treat processes outside
this window.

First, in Fig. 6 (a), we consider the same transmon
as the one in Fig. 5 and plot the Rabi strength of dif-
ferent processes as a function of drive strength |ξ|2 in a
range where anomalous transitions are observed in ex-
periments [47, 51]. Each dot in the plot, corresponding
to a resonance occurring at a particular configuration of
drive frequency and amplitude, is obtained from the ex-
act Floquet analysis similar to the one in Fig. 5 (a). The
solid lines correspond to the Rabi strengths that are ob-
tained from the diagrammatically constructed effective
Hamiltonian and they quantitatively agree with the ex-
act values from Floquet simulation.

To compute the Rabi strength from an effective Hamil-
tonian, different resonance processes require different
treatments. Specifically, similar to Eq. (110), for (q :
p) = (4 : 2), (5 : 3), (6 : 4), (7 : 3), or (7 : 5) the effective
Hamiltonian Eq. (104) can be reduced to the submani-
fold spanned by 0th and q-th Fock state. The resulting
Hamiltonian reads

K̂

~
=

[
E0 Ω∗0↔q,p

Ω0↔q,p Eq

]
, (111)

where

Ei = 〈i|
∑
n

KnÂ†nÂn|i〉

Ωi↔i+q,p = 〈i+ q|Â†q|i〉ξpΩq,p
(112)

are the dressed energy of the i-th Fock state and the
direct coupling term between i-th and (i + q)-th states,
respectively, and Kn and Ωq,p are the parameters in the
effective Hamiltonian Eq. (104). In these cases where the
relevant states only involve the coupled two, the Rabi
strength is simply the off-diagonal term in Eq. (111)
ΩR0↔q,p = |Ω0↔q,p|.

For the processes (q : p) = (8 : 4) and (10 : 6), their
effective Hamiltonians in the form of Eq. (104) involve

not only the interested coupling term Ωq,pξ
pÂ†q + h.c.

but also Ωq/2,p/2ξ
p/2Â†q/2 + h.c. while the latter is of

lower order in ϕzps than the former. As a result, the
reduced effective Hamiltonian, to leading order, involves
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(a)

(b)

FIG. 6. Rabi strength ΩR
0↔q,p between the ground state and

q-th excited state of a transmon in a (q : p) multiphoton reso-
nance process. In (a), the transmon is of the same parameters
(ϕ2

zps = 0.1, ω01/2π = 5.85 GHz) as the one in Fig. 5 and the
drive strength |ξ|2 is varied and plotted in log scale. In (b),
the transmon frequency ω01 is fixed to be the same as that
in (a), the drive strength is fixed to be |ξ|2 = 0.5, and the
zero-point spread ϕ2

zps is varied and plotted in log scale. The
anharmonicities of the transmons α are labeled on the top
x axis; to leading order α = −ωoϕ

2
zps/4. The solid lines in

both plots are obtained from the diagrammatic method (c.f.
Appendix H). For each (q : p) process the perturbative result
is computed to ϕq+p

zps except for (10 : 6) and (11 : 5) processes,
for which the results are only computed to the leading order,
i.e. ϕq+p−2

zps , for numerical efficiency. The solid dots are ob-
tained by Floquet simulation in the same way as Fig. 5 where
ΩR

0↔5,3 at |ξ|2 = 0.568 is given as an example.

three states and reads

K̂

~
=

 E0 Ω∗0↔q/2,p/2 Ω∗0↔q,p

Ω0↔q/2,p/2 Eq/2 Ω∗q/2↔q,p/2
Ω0↔q,p Ωq/2↔q,p/2 E0

 . (113)

The resonant condition for the (q : p) process is E0 ≈
E0, under which Eq/2 is detuned from both E0 and E0
due to the anharmonicity. For these processes, the
Rabi strength between ground and q-th excited states
is computed by performing numerical diagonalization of
Eq. (113), which we discuss in more detail in Appendix H.

Lastly, we note that in the transmon of the particular
design parameters we choose in this example, the reso-
nant processes (q : p) = (10 : 4), (9 : 5), and (11 : 5)
each coexists with some other lower-order processes. To
compute the Rabi strength, it is necessary to construct
a slow-varying effective Hamiltonian, instead of a static
one, that captures different classes of multiphoton res-
onances simultaneously. The principle behind this pro-
cedure has been discussed in Section V D. Here we take
the (10 : 4) process as an example and leave the detail
analysis in Appendix H. When the drive strength fre-
quency are chosen so that the ground state is coupled
to 10th excited state mediated by 4 drive photons, two
other resonant processes are near-resonant: the 10th and
7th excited states are coupled through a (3 : 1) process,
and the ground state and the 7th excited state are cou-
pled through a (7 : 3) processes. While each of these
two processes is hundreds of megahertz detuned from
the resonance condition, the coupling strength between
the 7th and 10th state is comparable to the detuning
(when |ξ|2 = 0.2, the coupling is ∼ 590 MHz; see foot-
note25) and renders it necessary to include the dynamics
of the 7th excited state in the effective description as
well. To capture all three processes (10 : 4), (3 : 1), and
(7 : 3), we construct diagrams in the rotating frame at
ω′o = 2ωd/5 so that the diagrams associated with the

coupling term ξ4Â†10 is static. In addition, we consider
the diagrams associated with ξÂ†3 exp[i(3ω′o−ωd)t]+h.c.

and ξ3Â†7 exp[i(7ω′o−3ωd)t]+h.c. to be slow-varying and
absorb them to the effective Hamiltonian as well. Noting
that ±(3ω′o−ωd) = ∓(7ω′o− 3ωd) = ±ωd/5, the effective
Hamiltonian to leading order reads

K̂

~
=
∑
n>0

KnÂ†nÂn + Ω10,4ξ
4Â†10 + Ω3,1ξÂ†3ei

ωd
5 t

+ Ω7,3ξ
3Â†7e−i

ωd
5 t + h.c.,

(114)

where each Hamiltonian parameter above is associated
with the diagrams constructed following the ordinary
rules but excluding those containing near-resonant off-
resonant excitations, i.e. those of frequency (−2ω′o +ωd)
or (−6ω′o + 3ωd). This effective Hamiltonian can be re-
duced to the subspace of relevant oscillator states, i.e.
0th, 3rd, 7th, and 10th Fock states, and reads



36

K̂

~
=


E0 Ω∗0↔3,1e

−iωd
5 t Ω∗0↔7,3e

i
ωd
5 t Ω∗0↔10,4

Ω0↔3,1e
i
ωd
5 t E3 0 Ω∗3↔10,3e

i
ωd
5 t

Ω0↔7,3e
−iωd

5 t 0 E7 Ω∗7↔10,1e
−iωd

5 t

Ω0↔10,4 Ω3↔10,3e
−iωd

5 t Ω7↔10,1e
i
ωd
5 t E10

 , (115)

where each entry is related to the parameters in Eq. (114)
by the relation in Eq. (112). We further transform the
slow-varying effective Hamiltonian Eq. (115) into a static

one by the unitary transformation Û = exp[iωd

5 (|3〉〈3| −
|7〉〈7|)t]. The resulting effective Hamiltonian reads

K̂ ′

~
=


E0 Ω∗0↔3,1 Ω∗0↔7,3 Ω∗0↔10,4

Ω0↔3,1 E3 + ωd/5 0 Ω∗3↔10,3

Ω0↔7,3 0 E7 − ωd/5 Ω∗7↔10,1

Ω0↔10,4 Ω3↔10,3 Ω7↔10,1 E10

 ,
(116)

and the Rabi strength between the 0th and 10th states
ΩR0↔10,4 is found by diagonalizing Eq. (116). We note

that, for the interested range of |ξ|2 in Fig. 6 (a),
Eq. (116) is in the domain where |E10 − (E7 − ωd/5)| ∼
|Ω7↔10,1|. This implies that the 7th and 10th Fock states
are strongly hybridized through the (3 : 1) process when
the latter is coupled to the ground state through (10 : 4).
Due to such a hybridization, the (10 : 4) process, which
are of higher order in ϕzps, appears stronger than some
of its lower-order counterparts in Fig. 6 (a). This is also
the case for the (9 : 5) and (11 : 5) processes, in which
the 9th and 11th states are strongly hybridized with 5th
and 8th excited states, respectively. We discuss this in
more detail in Appendix H.

We also remark that in the log-log plot Fig. 6 (a), most
of the Rabi strengths ΩR0↔q,p of different (q : p) processes
appear as straight lines with different slopes. This re-
flects the relation ΩR0↔q,p ∝ |ξ|p to leading order and the
slope is proportional to the number of drive photons p
involved in the multiphoton resonance. An important
implication is that the strengths of processes involving
more drive photons, which are usually of higher order
in ϕzps, increase faster than that of processes involving
fewer drive photons. Therefore when ξ is sufficiently
large, some higher-order processes are as strong as the
lower orders.

Besides the drive strength, the coupling strengths of
the multiphoton resonances also depend on the nonlin-
earities of the oscillator, which in the case of transmon

25 This coupling strength is much larger than those characterized in
Fig. 6 because (1) the (3 : 1) process is of lower order in ϕzps and
(2) for the same coupling Hamiltonian terms, the matrix element
between the excited Fock states is larger than the one between
ground state and the corresponding excited state.

is controlled by a single parameter ϕzps. In Fig. 6 (b),
we plot the Rabi strength as a function of ϕ2

zps and, for
simplicity, we assume a resonant process does not coexist
with others. In this plot, most of the predicted strengths
also appear as straight lines in the log-log plot. This
reflects the relationship ΩR0↔q,p = O(ϕp+q−2

zps ) and the
slope is thus proportional to p + q − 2. We remark that
for the chosen drive strength |ξ|2 = 0.5, all the exam-
ined processes independent of their perturbative order
are ∼ 10 MHz in Rabi strength when ϕ2

zps = 0.17. It
implies that in a transmon of ω01/2π = 5.85 GHz and
anharmonicity α/2π = 290 MHz, a design choice close to
many experimental implementations [47, 52], the notion
of “higher order process” breaks down as these processes,
conventionally believed to be weak, are as strong as the
lower order ones.

It is worth noting that, in Fig. 6 (b), the predicted Rabi
strengths of (7 : 5), (8 : 4) and (10 : 6) are completely
suppressed at ϕ2

zps = 0.113, 0.107, and 0.176, respec-
tively. This is because propagators of some off-resonant
excitations involved in these processes sensitively depend
on the drive and oscillator frequencies, which vary for
different choices of ϕzps. At certain value of ϕzps, the di-
agrams containing different off-resonant excitations per-
fectly cancel out each other. For the (7 : 5) process, the
Floquet simulation gives the actual suppression point at
ϕ2

zps = 0.172 which is close to the predicted one, a re-
markable agreement considering the high order of the
(7 : 5) process in ϕzps. For the (8 : 4) and (10 : 6) pro-
cesses, the 8th and 10th states are already running states
at the suppression points and thus a Floquet numerical
characterization is difficult. Yet one can still observe the
precursor of the suppression for both processes around
ϕ2

zps = 1.35, which are also close to the diagrammatic
prediction.

We also remark that, to the best of our knowledge, the
existing high-frequency perturbation methods, such as
Schrieffer-Wolff expansion, cannot compute the analyti-
cal expression for the higher order processes (q+p > 12).
Even with the knowledge of our previous result [14] which
provides a symbolic software to compute the correction
recursively, the enormous number of terms involved in
the full effective Hamiltonian would cause memory over-
flow. In contrast, the diagram method book-keeps differ-
ent types of terms in the effective Hamiltonian, allowing
for the construction of only the relevant terms and greatly
simplifying computations. For example, for the (11 : 5)
process, the full Hamiltonian including energy renormal-
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FIG. 7. Landscape of (q : p) multiphoton resonances in a driven transmon in the drive parameter space (ωd, |ξ|2). The
transmon’s parameters are identical to those in Figs. 5 and 6, with qubit frequency ω01/2π = 5.85 GHz and anharmoncity
α/2π = −160 MHz. (a) Analytical result from our diagrammatic method. Each line marks a (q : p) process with the color
matching that in Fig. 6. The center of each line corresponds to the location of each resonance process in (ωd, |ξ|2) space and
the width corresponds to the Rabi strength ΩR

0↔q,p between the ground state and q-th excited state. (b) Numerical result
from Floquet simulation. The excitation possibility out of the ground state P0→ (see Appendix J for detail) is plotted in the
same drive parameter space as in (a). Each line emerging in the plot is labeled as a (q : p) process, which is inferred from the
quasienergy spectrum like Fig. 5.

ization terms comprises approximately 200 million un-
ordered diagrams up to the order of ϕ14

zps, while the rel-
evant coupling term only constitutes approximately 0.7
million of these diagrams. This book-keeping feature also
enables more involved operations in constructing the ef-
fective Hamiltonian, for example, as in Eq. (114), identi-
fying the slow-varying dynamics that contain particular
off-resonant excitations and capturing them in a slow-
varying effective Hamiltonian.

3. Landscape of multiphoton resonances in a transmon

In addition to the Rabi strength, it is also of experi-
mental interest to characterize the location of multipho-
ton resonances in the drive parameter space (ωd, |ξ|2).
We recall that for a (q : p) process coupling the ground
state and q-th excited state, the resonance condition in
lab frame is Ẽq − Ẽ0 = p~ωd, where Ẽn is the Stark-
shifted energy of the n-th state of the oscillator. The
Stark-shifted spectrum in the lab frame can be obtained
from the spectrum of the effective Hamiltonian, i.e. En’s
in Eq. (112), by undoing the rotating frame transforma-

tion, i.e. Ẽn = En + nω′o. With this, in Fig. 7 (a) we
consider the same transmon as the one in Fig. 5 and plot
the landscape of multiphoton resonances involving the
ground state in the drive parameter space. In this plot

each colored line represents a multiphoton process dis-
cussed in Fig. 6 (a): the center of each line26 represents

the location, i.e. ωd = (Ẽq − Ẽ0)/p~, of the correspond-
ing (q : p) process and its width represents the Rabi
strength. Here we choose to show the multiphoton reso-
nance only when its strength is greater than 0.01 MHz,
which is experimentally relevant in a transmon with typ-
ical coherence lifetime T1 = 100 µs.

We remark that due to the ac-Stark shift term
(2α|ξ|2Â†Â+O(ϕ4

zps)) in the effective Hamiltonian, most
of the processes in Fig. 7 (a) appear as straight lines tilt-
ing to the left — they become resonant at a smaller drive
frequency with increasing drive strength. Due to this fea-
ture, for any fixed drive frequency ωd, some multiphoton
resonance process will come into resonance as |ξ|2 in-
creases. In this particular transmon (ω01/2π = 5.85 GHz,
α/2π = −160 MHz), for most values of drive frequency
ωd one encounters a strong enough resonance process
when |ξ|2 < 1. This is in agreement with experimen-
tal observations [46, 47, 51] on transmons with similar
parameters, where “anomalous state transitions” occur
when the ac-Stark shift (∆ac = 2|ξ|2α) is of the same
order of the transmon anharmonicity α.

26 For the processes that coexist with others, we obtain the resonant
line by diagonalizing the effective Hamiltonian such as Eq. (116).
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To verify the phase diagram of Fig. 7 (a), in Fig. 7 (b)
we plot the numerically computed the weight of the Flo-
quet ground state out of the displaced transmon ground
state. This quantity, which we denote as P0→, is ob-
tained from the exact Floquet numerical diagonalization
and serves as a proxy to measure the excitation proba-
bility out of the ground state. Its definition amounts to
P0→ = 1 − |〈0̃F|0̃t〉|2, where |0̃F〉 is the Floquet ground
state and |0̃t〉 is the 0th transmon state with a displace-
ment induced by the drive (see Appendix J for detail).
When away from any resonance process we therefore
have |0̃F〉 = |0̃t〉 and P0→ = 0, and when a (q : p)
multiphoton resonance occurs (c.f. Fig. 5), we have

|0̃〉 = (|0̃t〉+|q̃t〉)/
√

2 and P0→ = 0.5.27 Under this defini-
tion, each colored line in the heat map of Fig. 5 (b) indi-
cates the hybridization between the driven ground state
and an excited state and the width of the line is associ-
ated with the Rabi strength of the corresponding process.
Besides the ten (q : p) processes with q+p ≤ 16 captured
in Fig. 5 (a), in (b) one also observes higher order pro-
cesses with q+p > 16 when the drive is sufficiently strong.
Indeed, since the rational number {q/p|q, p ∈ Z+} forms
a dense set, the number of (q, p) resonance processes is
also dense in parameter space. We also note that for
(q : p) processes involving highly excited states such as
q = 10 and 11, the perturbative results in (a) does does
not give the precise location of the process. This is re-
lated to general difficulty of perturbatively computing
the (dressed) energy of large Fock state where the per-
turbative condition of Eq. (9) breaks down.

For the sake of completeness, in Fig. 8 we survey a
larger drive parameter space and plot the landscape of
multiphoton resonances involving both the ground and
first excited state in the subplots (a) and (b), respec-
tively. In most experiments a multiphoton resonance is
consequential if it involves any state in the qubit mani-
fold. We observe that the landscapes of the resonances in-
volving the ground state and the first excited state share
a similar structure but with a frequency offset. For ex-
ample, for a fixed value of |ξ|2 the (4 : 2) process in (a),

which becomes resonant at ωd = (Ẽ4− Ẽ0)/2~, occurs at
a higher frequency than the same process in (b), which

becomes resonant when ωd = (Ẽ5 − Ẽ1)/2~. This fre-
quency offset is due to the anharmonicity of the transmon
and makes the landscape of the multiphoton resonances
involving the qubit manifold twice as dense as that in-
volving only the ground state. In addition, processes
involving the first excited state are stronger than their
counterparts involving the ground state in (a). This is
due to the difference in the matrix element between the
relevant states as 〈1|Âq|q + 1〉 =

√
q + 1〈0|Âq|q〉.

27 In the presence of multiple simultaneous multiphoton resonances,
as discussed in the example of Eq. (116), P0→ = 0.5 may exceed
0.5 due to the hybridization of the ground state and multiple
excited states.
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FIG. 8. Landscape of multiphoton resonances in a transmon
in the drive parameter space larger than that in Fig. 7. The
excitation possibility out of the ground state P0→ is plotted
in (a) and that out of the first excited state P1→ is plotted in
(b). Note that the normalization of the color map is different
from Fig. 7 for visual compatibility. The tuples (q : p) in black
text label the processes the selected resonant lines correspond
to. The red arrow and text labels the anti-crossing between
relevant resonant lines. When |ξ|2 < 1, most of the resonances
involving the qubit manifold are isolated from each other and
we call the transmon in the multiphoton resonance regime.
When |ξ|2 > 1, there are more and more anticrossings among
resonance lines, indicating simultaneous existence of multiple
resonance processes; we call the transmon gradually phase
into quantum diffusion regime as |ξ|2 increases.

Another important feature in the landscape of mul-
tiphoton resonance Fig. 8 is the anti-crossing between
the resonant lines. For example, as labeled in Fig. 8
(a), the (q1 : p1) = (11 : 5) resonant line anti-crosses
with the (q2 : p2) = (17 : 7) line with an energy gap
of 100 MHz and with the (q3 : p3) = (21 : 9) line with
an energy gap of 120 MHz. We recall that each reso-
nant line indexed (q : p) in Fig. 8 (a) corresponds to
the hybridization between the driven ground and the q-
th excited state (c.f. Fig. 5). Therefore an anti-crossing
between two resonant lines indicates the hybridization
between two excited states coupled through some multi-
photon resonance process, while each state also couples
to the ground state of the transmon and thus is perceiv-
able in the P0→ heat map. In the aforementioned two
examples, the anti-crossings respectively imply the cou-
pling between the 11th excited state and 17st excited
state through the (q2− q1 : p2−p1) = (6 : 2) process and



39

between the 11th excited state and 21st excited state
through the (q3 − q1 : p3 − p1) = (10 : 4) process. The
energy gaps in the two anti-crossings only give a proxy
that is correlated to the coupling strength in the corre-
sponding multiphoton resonance. From the quasienergy
spectrum like the one in Fig. 5, we found that, at |ξ|2 = 1,
the actual coupling strength between the 11th and 17th
excited state is 500 MHz, and, at |ξ|2 = 1, the cou-
pling strength between the 11th and 21st excited states
is 600 MHz.

With a coupling as strong as 500 MHz, the 11th and
17th excited states are significantly hybridized even if
the drive is a few GHz detuned from the resonant con-
dition. As a result, even though two resonant lines in
Fig. 8 (a) are separately labeled as (17 : 7) and (11 : 5)
processes, for strong drive |ξ|2 >∼ 1, each of the two res-
onant lines actually implies the concurrence of (17 : 7),
(11 : 5) and (6 : 2) progresses in the system; as the drive
becomes stronger, the (21 : 9) and (10 : 4) processes also
become concurrent. From Fig. 7 and Appendix H, we
also know that 11th state is strongly hybridized with 8th
state through a (3 : 1) process. Therefore in this region
of the drive parameter space, the 8th, 11th, 17th, and
21st states form a “hybridized island” comprised of the
Fock states isolated in the undriven system.

As the drive becomes stronger, in Fig. 8 one observes
more anti-crossings among the resonant lines implying
more states forming more and larger “hybridized islands”
in the Fock state space28. We therefore refer to the weak
drive regime (in this case |ξ|2 <∼ 1) in Fig. 8 as mul-
tiphoton resonance regime and the strong drive one as
the quantum diffusion regime. The latter is named so
because, when the excited states in the transmon are
sufficiently hybridized, the population in a transmon can
efficiently diffuse to all the excited states in the presence
of dissipation (see Section V C) or with non-zero tem-
perature.29. We remark these two regimes are similarly
identified in the driven Rydberg atom [54]. In classi-
cal systems, they respectively correspond to the ultra-
subharmonic bifurcation regime (Section VI E) and the
chaos regime.

We foresee that this regime of extremely strong driving
will be reached in search for faster gates, larger bosonic
codes and more efficient readout schemes. Accounting for
these drive-induced effects is critical for the development
of quantum control in superconducting circuits or other
platforms modeled by driven nonlinear oscillators.

28 Note that the coupling between two excited states are perceivable
in Fig. 8 only if each state is also coupled to the ground or the
excited state. Therefore the actual number of coupling among
excited states in a transmon is more dense than shown in Fig. 8.

29 In the multiphoton resonance regime if the qubit manifold is di-
rectly coupled to a running state outside the transmon cosine
potential (e.g. through the (13 : 5) process in Fig. 7 (b)), the
transmon will “ionize” [50, 53]. This process is extensively inves-
tigated in a recent work [49] through Floquet numerical simula-
tion. In the quantum diffusion regime, however, ionization can
happen in the absence of such a direct coupling.

4. Design principles to mitigate multiphoton resonances

We have so far characterized the multiphoton reso-
nances in a transmon of typical design parameters and
charted their dense landscape in the drive parameter
space. These processes, which are inevitable in a trans-
mon when the drive is sufficiently strong, induce anoma-
lous state transitions or ionization and limit the state-of-
art readout scheme and parametric gates. In the follow-
ing text we comment on a few design principles implied
from the discussion above to mitigate multiphoton reso-
nances in driven Josephson circuits. The application of
these principles should be examined with specific exper-
imental goals and constraints.

1. Choosing the drive frequency informedly. Since the
distribution of multiphoton resonances in the drive pa-
rameter space is dense but not uniform, one apparent
strategy is to get informed about their landscape as in
Fig. 8 and design the drive to be at a frequency with a
larger range in strength that is resonance free. In the
specific case of Fig. 8, for example, choosing the drive
frequency ωd/ω01 ∈ [1.2, 1.3] would be a more favorable
operational regime than [1.8, 1.9].

Yet, it should be noted that the two plots in Fig. 8
assume zero offset charge between the superconducting
island in a transmon, i.e. Ng = 0 in Eq. (105). In this
case the circuit only contain even order of nonlinearity gm
thus a (q : p) process occurs only if q+ p has even parity.
This selection rule does not apply to a transmons without
control on Ng, where the odd order process could be as
strong as the even order ones while the resonance condi-
tion involving highly excited states significantly disperse
with Ng. These make the actual landscape of multipho-
ton resonances in an ordinary transmon with Ng 6= 0
more dense and complicated than depicted in Fig. 8.

2. Engineering selection rules. Another strategy that
naturally follows from the discussion above is to impose
selection rules, such as q+p ∈ 2Z, to a Josephson circuit.
In a transmon this can be achieved by adding an offset
charge gate to enforce Ng = 0 or shunting the super-
conducting islands across the junction with an inductive
element such that no offset charge accumulates across the
junction. We discuss the latter implementation in more
detail in Section VI D. Other selection rules can be engi-
neered with more sophisticated circuit designs and driv-
ing schemes. For example, a recent work [55] develops of
a scheme of pumping a novel Josephson circuit by mod-
ulating the magnetic flux threaded in the circuit. With
this, different selection rules, such as both q, p being even
number for a (q : p) process, can be achieved.

3. Suppressing ac-Stark shift. In Figs. 7 and 8, most of
the resonant lines, whose location corresponds to the res-
onant condition of the (q : p) process ωp = (Ẽq+i−Ẽi)/p~
for i = 0, 1, tilt to the left due to ac-Stark shift. It
is clear that if each resonant line has a smaller slope,
the resonance-free range of the drive strength for a given
drive frequency is larger. Therefore suppressing the ac-
Stark shift is another strategy to mitigate multiphoton
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resonance. This can be achieved in a SNAIL circuit [12]
by operating with the external magnetic flux near a sweet
spot. Specifically, with the diagrammatic method we
compute the leading order ac-Stark shift term in the ef-
fective Hamiltonian of a driven SNAIL as(

6g4 −
4g2

3

2ωa − ωd
− 4g2

3

2ωa + ωd
− 8g2

3

2ωa

)
|ξ|2Â†Â, (117)

where the nonlinearity g3, g4 is controlled by the exter-
nal magnetic flux (see ref [12]), and drive frequency is
assumed to be away from 2ωa. For any ωd there exists a
magnetic flux, such that g3, g4 are tuned to fully suppress
Eq. (117). This sweet spot is experimentally illustrated
in [56].

4. Reducing ϕzps. To engineering parametric processes
in Josephson circuits a central task is to exploit the de-
sired process, e.g. the coupling term in Kerr-cat and
three-legged cat Hamiltonian Eqs. (2) and (4), and curb
the spurious ones, e.g. the multiphoton resonance pro-
cesses. Importantly, both the desired and undesired pro-
cesses are controlled by the circuit design parameter ϕzps

and the drive parameter ξ but with different dependen-
cies. In most driving schemes, on one hand, the exploited
parametric process are 3-wave or 4-wave mixing with one
or two drive photons involved; the parametric strength
is therefore usually of the form Ωpara ∝ ϕmzpsξ

n with
m = 1, 2, n = 1, 2. For an undesired (q : p) multipho-
ton resonance, on the other hand, the coupling strength
is of the form Ωq,p ∝ ϕq+p−2

zps ξp. The goal of curbing the
multiphoton resonance without compromising the para-
metric strength then translates to suppressing the ratio

Ωq,p
Ωpara

∝ ϕq+p−2−m
zps ξp−n. (118)

With the configuration of k, q, p,m, n in experiments, a
strategy that usually works is to lower ϕzps while increase
ξ — this will lead to suppression of Ωq,p/Ωpara at the
same time the parametric strength Ωpara is kept constant.

For example, in the Kerr-cat system described by
Eq. (2) the interested term is g3ξÂ2 where g3 ∝ ϕzps. Un-
der the constraint of the squeezing strength Ωsqz = g3ξ
being constant, the drive strength ξ = Ωsqz/g3 ∝ ϕ−1

zps

is then inversely related to ϕzps. In this case, Eq. (118)
becomes Ωq,p/Ωsqz ∝ ϕq−2

zps , which implies that with the
squeezing strength kept constant, lowering ϕzps by a fac-
tor of m will suppress the (q : p) process by a factor of
mq−2.

D. Mitigating nonlinear resonance with
inductively-shunted transmon

Based on the design principles discussed above, in this
section we introduce a circuit design, the inductively-
shunted transmon (IST) [58], to mitigate multiphoton
resonances when the circuit is driven. As shown in Fig. 9
(a), an IST is an ordinary transmon of tunneling energy

(a) (b)

(d)

(c)

(e) (f)

(g) (h)
IST

tran.
arr-IST

FIG. 9. (a) - (c) Circuit diagrams of an inductively shunted
transmon (IST), transmon, and array IST. In (a) and (c), the
offset charge represented by Vg in (b) is nulled by the inductor
or the array. (d) - (f) Potentials of the corresponding circuits
with selected wavefunctions overlaying on the top. The pa-
rameters of each circuits are chosen such that the qubit fre-
quency ω01 = 5.85 GHz and anharmonicity α/2π = −70 MHz
are the same across all circuits. The extra knob r in the IST
and array-IST allows tunability on ϕzps — in this case we
choose r = 3, the resulting ϕzps = 0.446 for IST and arr-IST
is different from ϕzps = 0.215 for the transmon in (e). This
can be inferred from the larger spread of ground state in (d)
and (f) comparing with (e). (g) transition frequency ωn,n+1

between the nth and (n+1)-th state as a function of state in-
dex. (f) Higher-order nonlinearity αn = ωn+1,n+2−ωn,n+1 as
a function of state index. For an IST and array-IST, ωn,n+1

and αn behaves like a Bessel function [57]. Importantly, αn

start to oscillate around 0 when the spread of state |n > 20〉
over ϕ is greater than 2π, the width of the nonlinear part
−EJ cosϕ in UIST. This saturation behavior of nonlinearity
is unique to ISTs.

EJ and charging energy EC shunted by a linear induc-
tance of inductive energy EL. The Hamiltonian of an IST
is just that of a transmon (the static part in Eq. (105))
with an additional inductive term

ĤIST = 4ECN̂
2 + ÛIST(ϕ̂)

ÛIST(ϕ̂) = −EJ cos ϕ̂+
1

2
EL(ϕ̂− ϕext)

2
(119)

with N̂ and ϕ̂ being the Cooper-pair number operator
and phase operator across the junction. The function
ÛIST(ϕ̂) is the nonlinear potential specified by the junc-
tion and the inductive shunt, and ϕext is the reduced
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magnetic flux threaded in the inductive loop. To imi-
tate the symmetric potential of the transmon, an IST
is designed to operate at zero flux bias ϕext = 0. We
also demand the ratio between the shunting inductive en-
ergy and the junction tunneling energy to be sufficiently
large, i.e. r = EL/EJ > 0.22; in this regime the poten-
tial UIST(ϕ) is single-welled and confining such that the
wavefunctions are localized around the single minimum
of the potential at ϕ = 0.

Expanding the potential ÛIST as a Taylor series, the
Hamiltonian Eq. (119) can be rewritten in the bosonic
basis as

ĤIST

~
= ωoâ

†â+
∑
m≥4
m∈2Z

gm
m

(â+ â†)m, (120a)

where

ωo =
√

8ECEJ(1 + r)/~ , gm =
(−1)

m
2 +1ωo

2(m− 1)!(1 + r)
ϕm−2

zps ,

ϕzps =
( 2EC
EJ(1 + r)

) 1
4

, â =
1

2

( ϕ̂

ϕzps
+ 2iϕzpsN̂

)
.

(120b)

We note that an IST deforms to a ordinary transmon
when EL → 0; similarly, the parameters in Eq. (120b)
defining the nonlinear oscillator become those corre-
sponding to a transmon in Eq. (106) when r → 0.

In addition, we remark that fabricating a lossless lin-
ear inductance with EL in the interested range is diffi-
cult despite a few recent pioneering works achieving it
with granular aluminum [59, 60]. An IST can be alter-
natively realized by shunting a transmon with an array
of M Josephson junctions each with Josephson energy
E′J , as shown in Fig. 9 (c). This array-IST design is de-
scribed by the same Hamiltonian as Eq. (119) but with

a modified potential energy ÛIST → Ûarray-IST as

Ûarray-IST(ϕ̂) = −EJ cos ϕ̂−ME′J cos
ϕ̂− ϕext

M
(121a)

= −EJ cos ϕ̂+
E′J
2M

ϕ̂2 +O(
ϕ̂4

M3
), (121b)

where in Eq. (121b) we expand the last term in Eq. (121a)

as a Taylor series. As written it is clear that Ûarray-IST(ϕ̂)

approximates ÛIST(ϕ̂) in Eq. (119) to leading order with
the effective shunting inductive energy as E′J/M . This
can also be observed in the close resemblance of the spec-
trum of an IST and an array-IST shown in Fig. 9 (d), (f),
(e), and (h).

The inductive shunt in an IST modifies an ordinary
transmon in a few important ways which we now discuss.
Firstly, the shunt connects the superconducting islands
in a transmon and no charge can accumulate across them.
The offset charge Ng in Eq. (105) is thus warranted to

be zero in the IST Hamiltonian ĤIST in Eq. (119). As

a result, ĤIST by construction is an even function that
endorses the selection rule q+p ∈ 2Z for (q, p) multipho-
ton resonance processes — this reduces the density of the

FIG. 10. Coupling strength Ω0↔q,p between the 0th state and
q-th Fock state as a function of r = EL/EJ for (q : p) = (4 :
2) and (5 : 3) processes in ISTs with ω01/2π = 5.85 GHz,
α/2π = −70 MHz. For better visual comparability, (4 : 2)
is computed for the drive strength at |ξ|2 = 0.5, and (5:3) is
at |ξ|2 = 3. For r = 0 and 3, the circuits correspond to the
transmon and the IST with the same parameters as shown
in Fig. 9 (b) and (a), respectively. Dots correspond to the
value inferred from the exact numerical Floquet simulations
(c.f. Fig. 5 and Eq. (111)). Dashed curves are extracted from
the leading order result of Ωq,p in Eqs. (122) and (123). Solid
lines are extracted from the analytical results when computed
to order ϕq+p+4

zps . For increasing r, the discrepancy between
the numerical and perturbative description arises since ϕzps

is no longer small.

resonances in the drive paramter space, which is only the
case for Ng = 0 in an ordinary transmon. Also due to
the suppression of Ng dependence, the energy spectrum
of an IST does not disperse as the static charge fluctuates
in the environment the circuit lives in; in the context of
multiphoton resonance, the location of each process in
the drive parameter space (c.f. Fig. 7) is invariant under
the static charge fluctuation and provides more experi-
mental controllability.

Secondly, besides the circuit parameters EC and EJ
of a transmon, an IST involves an extra parameter r =
EL/EJ that also controls the configuration, specifically
ωo, ϕzps, and gm’s, of the nonlinear oscillator the circuit
corresponds to. As evident in Eq. (120b), through tuning
EJ and EC an IST can then be constructed such that its
ωo =

√
8ECEJ(1 + r)/~ and g4 = −EC/3(1 + r) match

those of any given transmon (with r = 0), while r is left as

a free knob to tune ϕzps =
√
−12(1 + r)g4/ωo. Here we

choose to match g4 the lowest order nonlinearity since it
usually generates the interested parametric processes and
determines the gate and readout speed in experiments.
To illustrate the tunability on ϕzps, in Fig. 9 (d)-(h), we
plot the spectrum of an IST, a transmon, and an array-
IST with circuit parameters that have the same qubit
frequency30 ω01 ≈ ωo − α and anharmonicity α ≈ 3g4

but different ϕzps.

30 Here the qubit parameters ω01 and α are chosen over Hamil-
tonian parameters ωo and g4 since the former pair is directly
measurable in experiments.



42

The independent knob r that revises ϕzps is an asset to
control particular multiphoton resonance processes. This
is already evident in Fig. 6 (b) where the (7 : 5) process
in a transmon is fully suppressed at ϕ2

zps = 0.176 (yet
in this case ϕzps is fixed by specifying g4). Another ex-
ample is the (5 : 3) process which we have extensively
analyzed for a transmon in Section VI C 1. In an IST,
the corresponding coupling amplitude can be obtained
by plugging Eq. (120b) into Eq. (109), which yields

Ω5,3 =
(240r2 − 6500r + 14535)g3

4

72ω2
d

+O(ϕ8
zps). (122)

To leading order ϕ6
zps, the coupling amplitude Ω5,3 is a

quadratic function in r and is fully suppressed at r = 2.46
and 26.42. When the ground and 5th excited states are
resonant under this process, it yields a coupling strength
between the two states of strength Ω0↔5,3 = 〈5|Â†5|0〉ξ3.
In Fig. 10, we plot the coupling strength Ω0↔5,3 as a
function of r; the Floquet numerical simulation gives a
suppression point at r = 1.79, which is in good agreement
with the analytical result when computed to ϕ12

zps. In the
same figure we also plot the coupling strength of (4 : 2)
process, stems from

Ω4,2 =
(6r − 27)g2

4

2ωd
+O(ϕ6

zps). (123)

We note that the suppression point of Ω4,2 to leading or-
der is at r = 4.5 (and at order ϕ10

zps is at r = 3.45), which
is different from that of the (5 : 3) process. In general,
different parametric processes have different suppression
points due to the different off-resonant excitations con-
stituting their effective Hamiltonians. Therefore an IST
can only be designed to suppress one particular multi-
photon resonance. Yet this could still be a valuable tool
for experiments that require special drive configurations
where some specific multiphoton resonance is inevitable.

Another benefit stemming from the inductive shunt in
an IST is the confinement of the potential. As shown in
Fig. 9, a transmon with a cosine potential only contains
∼
√
EJ/EC number of states inside the potential well

while all other states are “running-states” [61]. When
directly coupled to the latter through some multiphoton
resonance process, a transmon in the qubit manifold will
“ionize” [49] and, in the presence of dissipation, heat up
to some highly mixed states [57]. In an IST (array-IST),
however, the potential is (largely) confined and all states
(a large number of states) are inside the potential well.
Consequently, when the drive strength |ξ| is sufficiently
small such that the qubit is within the multiphoton res-
onance regime (c.f. Fig. 8), the ionization of an IST is
fully suppressed.

We remark that, similar to the transmon discussed in
Section VI C 3, an IST in general can still diffuse to all
driven states through “quantum diffusion” when |ξ|2 is
sufficiently large, which also leads to heating up to highly
mixed states. Yet [57] has shown numerical evidence sug-
gesting that this instability in an IST can be fully sup-
pressed when r is sufficiently large. This observation is

FIG. 11. Rabi strength between the ground and 7th excited
states under a (7 : 3) resonance as a function of drive strength.
Green and orange dots correspond to the resonance in the
transmon and IST with parameters the same as Fig. 9 (d) and
(e), respectively. Each data point is obtained from Floquet
simulation similar to those in Figs. 6 and 10. In the transmon,
the Rabi strength increases monotonically in |ξ|2. In the IST,
however, the Rabi strength saturates around |ξ|2 = 12 and
then oscillate around 0 like a Bessel function for a stronger
drive.

further supported by a recent work [62], which proves
that when r > 1.89, a driven IST in the classical limit
cannot undergo “period-doubling cascading”, a process
believed to be necessary for entering chaotic regime (the
classical counterpart of quantum diffusion). While the
deep quantum diffusion regime is beyond the perturba-
tive analysis concerned in this work, it is useful to com-
ment on this suppression in the context of multiphoton
resonance and relate it to the diagrammatic language,
which we briefly discuss on now.

In an IST, the cosine part −EJ cos ϕ̂ of the poten-
tial ÛIST in Eq. (119) is responsible for the nonlinearity,
which is diluted by the linear part ELϕ̂

2/2. The ratio
1/(1+r) = EJ/(EJ +EL) can be viewed as a dimension-
less measure of the available nonlinearity in the system.
Heuristically, when a wavefunction explores a larger do-
main of (−π, π], the more nonlinearity it inherits from
the potential. For example, for the IST with smaller
ϕzps, the span of wavefunctions over ϕ is smaller and so
is the nonlinearity gm’s in Eq. (120b). In the presence of
drive, the oscillator gains energy since it is displaced by
∼ 2ϕzps|ξ| away from the potential minimum at ϕ = 0.
This lets the oscillator states explore a larger range of
the nonlinear potential and thus the strength of the rele-
vant nonlinear processes increases. Moreover, in an IST,
the amount of nonlinearity, measured by 1/(1 + r), is
limited and it is expected that the nonlinearity inherited
by a state is also finite31. Phenomenologically, this corre-
sponds to an observation that when a state explores more

31 One can intuit is in the limiting case r →∞, in which in cosine
nonlinear potential is infinitely diluted by the linear one. In this
case, the IST becomes an harmonic oscillator and no nonlinear
phenomena should be expected.
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than one period of the cosine potential, the strengths of
associated nonlinear processes are bounded.

This boundedness can be already observed in
Fig. 9 (h), where the higher order anharmonicity dimin-
ishes and has a Bessel-function-like behavior for highly
excited states32 that span over one period of cosine poten-
tial. In the case of multiphoton resonance, we illustrate
this boundedness in Fig. 11, where we compare the Rabi
strength of (7 : 3) process in a transmon and an IST of
r = 3 and with frequency and anharmonicity of the two
circuits matched. While the Rabi strength of this process
monotonically increase with |ξ| in the transmon, in the
IST it is bounded to 0.2 MHz and has a Bessel-function-
like behavior. Phenomenologically, the saturation drive
strength corresponds to the driven ground state being
displaced by 2ϕzps|ξ| ≈ π in ϕ coordinate. When all mul-
tiphoton resonances are sufficiently bounded with large
enough r, the size of “hybridized islands”, which are
formed by coexistence of many strong multiphoton res-
onances, will remain finite in the Fock state space and
connect to the qubit manifold in a confined region in the
drive parameter space. This confinement leads to the
suppression of quantum diffusion.

In the context of the diagrammatic method, this
boundedness can be understood as the cancellation be-
tween the lower order process and higher order processes.
Specifically, as discussed in Eq. (66), the leading order
diagram responsible for a nonlinear process is perturba-
tively corrected by some more complicated mixing dia-
gram of higher order in ϕzps and involving more pairs
of drive or resonant excitations. Diagrams at differ-
ent order in general have different signs and could (par-
tially) cancel out each other (e,g. the (7 : 5) process
in Fig. 6 (b)), while contribution of the higher order di-

agrams become larger as |ξ| and 〈Â†Â〉 increase. In an
IST, the perturbative parameter of the diagrammatic ex-
pansion is ϕzps =

√
−12(1 + r)g4/ωo, implying that a

larger r yields a larger ϕzps when g4/ωo (or α/ω01) is
kept constant.33 Consequently, when r becomes larger,
the contribution of diagrams of higher order in ϕzps will
become more comparable with the lower order ones and
lead to saturation of the strength of the nonlinear effects
as observed in Fig. 11. In general, the larger r is, the
earlier such saturation point will be reached in the drive
strength |ξ|. We note that the discussion here is only
meant to provide a heuristic account on the suppression
of quantum diffusion in ISTs, while a systematic study is

32 In this case, the energy is inserted through exciting the transmon
to its high-energy eigenstates instead of through displacing the
transmon via drive. Both of these ways can be seen as exploiting
the nonlinearity of the system through letting the wavefunction
interacting with a larger range of nonlinear potential.

33 We insist on keeping g4/ωo or α/ω01 constant instead of keep-
ing EC , EJ , or ϕzps constant. In the latter cases, increasing
r = EL/EJ leads to trivial decreasing of all gm’s, and thus all
nonlinear processes, including the desired parametric process,
will be suppressed.

left to a future work.

E. Ultrasubharmonic bifurcation in classical driven
nonlinear oscillator

In this last example, we apply the diagrammatic
method to a classical driven Duffing oscillator and char-
acterize the ultra-subharmonic (USH) bifurcation, a gen-
eral bifurcation class exhibited in this system. These
processes beyond having attracted intense theoretical in-
terest in the nonlinear dynamics community for their
intricate topological structure and close relationship to
chaos, also constitute the essential physics underlying
many quantum devices, such as parametric amplifiers
[3, 12, 56, 63], which are Josephson circuits operating
in the weakly-nonlinear and strongly-dissipative regime.
Also, importantly, treating this classical example show-
cases that our diagrammatic method provides a unified
framework to analyze both classical and quantum driven
dynamics, allowing intuition from the former to be ap-
plied to the latter.

Specifically, we consider a Duffing equation

d2
t x̃+ γdtx̃+ x̃+ c3x̃

2 + c4x̃
3 = e−iνt + eiνt, (124)

where x̃ is the position coordinate34 of a Duffing oscilla-
tor, c3 and c4 are its third- and fourth-rank nonlinear-
ities, γ is the damping rate, and ν is the dimensionless
frequency of a drive coupled to the oscillator. Here we
take the drive to have unit amplitude (i.e. the prefactor
of e±iνt to be one), yet for a general drive amplitude one
can recover Eq. (124) by re-scaling x, c3 and c4 (see Ap-
pendix K). In the following analysis we also assume the
perturbative structure c23 ∼ c4 � 1 and γ � 1.

1. Example: (5 : 3) USH bifurcation

As shown in Fig. 12 (a) and (c), a Duffing equation usu-
ally admits a trivial harmonic solution where x̃(t) has the
same periodicity 2π/ν as the drive and contains a main
response at frequency ν and small ones at the overtones.
The main response is approximately

xlin(t) = ξe−iνt + ξ∗eiνt, (125)

which is the solution of the linearized Duffing equation
d2
t x̃+γdtx̃+ x̃ = cos νt with ξ = 1/(1−ν2−iγν), and the

perturbative correction to it at the overtones are due to
the mixing of the linear response through the oscillator
nonlinearity.

Besides the harmonic solution, when ν is in the vicin-
ity of q/p with q, p being coprimes, the Duffing equation

34 Here we use tilded symbol x̃ to denote that it is a variable in
phase space and contrast it with the Hilbert space operator such
as x̂. This is consistent with the notation in Eq. (14) and onward.
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FIG. 12. (5 : 3) ultra-subharmonic bifurcation in a driven
Duffing oscillator. Panel (a) phase portrait of the steady state
of Eq. (124) with γ = 10−5, c3 = 0, c4 = −0.03. The black line
corresponds to the trivial harmonic solution of period 2π/ν
and the colored lines corresponds to 5-degenerate bifurcated
solution of period 10π/ν and equally spaced in phase. Panel
(b) Phase portrait of the dynamics governed by the effective
EOM Eq. (131). Black dots marks the nodes (steady states)
of the EOM and crosses marks the saddles. Each colored
region labels the initial states that will evolve to the node
enclosed by the region. Grey color corresponds to the region
where different types of initial states densely interleaved, as
illustrated in the inset. Panel (c), (d) Fourier components of
the steady state solution, with the harmonic solution plotted
in (c) and the bifurcated solutions in (d). Black and red
bars are obtained by Fourier decomposition of the numerical
solution, as shown in (a), to the Duffing equation. Grey bars
are predicted from the diagrammatic method (c.f. Eq. (132)).

Eq. (124) could admit a set of q-fold degenerate solutions
that are of period 2qπ/v and evenly spaced in phase. As
shown in Fig. 12 (a) and (d), where we take the partic-
ular case (q : p) = (5 : 3) as an example, these solutions
contain a major response at frequency pν/q in addition
to the one at ν. Physically it can be understood as the
p/q-th ultra-subharmonic of the drive is generated and
resonantly stabilized by the nonlinear oscillator. There-
fore we call this process (q : p) ultra-subharmonic bifur-
cation.

We want to apply the diagrammatic method to analyt-
ically characterize the general class of ultra-subharmonic
bifurcation. To this end, we first apply a two-step frame
transformation to Eq. (124) similar to those applied to
Eq. (7) to arrive at Eq. (8) — the first step is to a dis-
placed frame x̃→ x̃+xlin(t) and the second is to a rotat-
ing frame x̃→ x̃ cos(pνt/q) + dtx̃ sin(pνt/q). In the new

frame, Eq. (124) transforms to

dtã = −i(δ − iγ

2
)ã− iei

p
q νt

∑
m=3,4

gm

(
ãe−i

p
q νt + ã∗ei

p
q νt

+ ξe−iνt + ξ∗eiνt
)m−1

,

(126)

where ã = (x̃ + idtx̃)/2 is the complex coordinate
satisfying the canonical relation {ã, ã∗}ã,ã∗ = 1, and

{f̃ , g̃}ã,ã∗ = −i∂ãf̃∂ã∗ g̃+i∂ãf̃∂ã∗ g̃ is the Poisson bracket
(also the ~0 order of Husimi bracket in Eq. (15)) defined
over the phase space (ã, ã∗). The parameter δ = 1−pν/q
is the detuning between the natural frequency of the os-
cillator and p/q-th ultra-subharmonic of the drive and
gm = cm/2 is the rescaled nonlinearity. Here we also
symmetrized the damping to both the position and mo-
mentum coordinate, which is a valid approximation for
γ � 1.

Written as it is, Eq. (126) can be identified as a Hamil-

ton equation of motion dtã = −{H̃, ã}ã,ã∗ with the cor-
responding Hamiltonian being

H̃(t) = (δ − iγ
2

)ã∗ã+
∑
m=3,4

gm
m

(
ãe−i

p
q νt + ã∗ei

p
q νt

+ ξe−iωdt + ξ∗eiωdt
)m

.

(127)

Equation (127) is just the classical counterpart of Eq. (8),
the starting point of the quantum harmonic balance
(QHB) detailed in Section III, but with the modifica-
tion δ → δ + iγ/2 incorporating the damping in a com-
plex Hamiltonian description. We note that the Husimi
Q phase-space, in which QHB operates, deforms to the
phase space of classical mechanics when ~ → 0. Conse-
quently, Eq. (127) can be described by an effective Hamil-
tonian whose diagrammatic representation is just the ~0

order contribution of the diagrams, i.e. those without
any quantum bond, born from Eq. (8).

For example, for the (5 : 3) USH bifurcation shown in
Fig. 12, the Duffing equation to leading orders can be
described by an effective Hamiltonian

K̃ =
∑
n

KnÃ∗nÃn + Ω5,3ξ
3Ã∗5 + c.c. (128)

where (Ã, Ã∗) are the complex coordinates of the trans-

formed frame that K̃ lives in. In this specific example, we
take g3 = 0 for simplicity and, from the diagram, get the
coefficient K1 = (δ − iγ/2 + 6g4|ξ|2) +O(g2

4). Note that
K1 here contains the ac-Stark shift term 6g4|ξ|2 but not
the Lamb shift term as that in Eq. (94) does. In the di-
agrammatic representation, these two terms correspond
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expanded diagrams like

︸ ︷︷ ︸
ac-Stark shift

︸ ︷︷ ︸
Lamb shift (absent in Eq. (128))

(129)

and it is clear that the Lamb shift, due to its quantum
nature, is absent in the classical Duffing system. For the
coupling term Ω5,3, the corresponding diagrams are of
the type

· · · (130)

These diagrams are also present in the (5 : 3) multi-
photon process in a transmon as shown in Eq. (108).
Therefore to leading order the coupling amplitude Ω5,3 =
21275g3

4/72ν2+O(g4
4) in the Duffing system has the same

prefactor as those involving g3
4 in Eq. (109). For other co-

efficients in Eq. (128) one can be similarly compute them
through the diagrammatic method and for simplicity we
do not display them here explicitly.

With the effective Hamiltonian K̃ governing the (5 :
3) USH bifurcation computed as in Eq. (128), we can
numerically solve its equation of motion

dtÃ = −{K̃, Ã} (131)

and obtain the time evolution of any classical state with a
given initial condition. This leads to Fig. 12 (b), in which
we plot the phase portrait of the (5 : 3) USH bifurcation

in the (Ã, Ã∗) phase space. The stationary oscillatory

states, corresponding to those with dÃ
dt = 0, are labeled as

the black dots and crosses. In particular, the dots, on the
one hand, are the nodes of the effective EOM, and all the
initial states in a colored (or white) region will evolve to a
node enclosed by the corresponding region. In this sense,
each node represents a steady state, which is also called
an attractor, of the driven Duffing oscillator. The crosses
in Fig. 12 (b), on the other hand, are the saddles of the
effective EOM lying on the separatrix of the phase space
regions of different colors. They are unstable stationary
points in phase space, and the slightest deviation from
them results in attraction to a node instead. There are
six nodes in total, with one at the origin and the other
five evenly spaced in a circle centered around the origin.
Since the phase space (Ã, Ã∗) is in a rotating frame at

frequency 3ν/5, the node at the origin, denoting Ã = 0,
corresponds to the harmonic steady state (the black lines
in Fig. 12 (a) and (c)) that has no response at the 3/5-
th USH of the drive. Accordingly, the other five nodes
correspond to the set of 5-fold degenerate USH steady
states (the colored lines in Fig. 12 (a) and (d)).

In Fig. 12 (c) and (d), we have also computed the
Fourier components for the steady states of x̃ using

the diagrammatic method and represented them in grey
color. To obtain these, we first observe that the trans-
formed bosonic coordinate (Ã, Ã∗) in the effective frame,

where K̃ lives in, is related to x̃ in the lab frame, where
the Duffing equation Eq. (124) lives in, by the successive
frame transformations:

x̃ = Ãe−i 35νt + Ã∗ei 35νt + ξe−iνt + ξ∗eiνt

+ η̃e−i
3
5νt + η̃∗ei

3
5νt,

(132a)

=
(
Ã+ Sta(η̃)

)
e−i

3
5νt +

(
Ã∗ + Sta(η̃∗)

)
ei

3
5νt

+ ξe−iνt + ξ∗eiνt + Rot(η̃)e−i
3
5νt + Rot(η̃∗)ei

3
5νt,

(132b)

where x̃ is the position coordinate in the lab frame, ξ
is the linear response of the oscillator to the drive (c.f.

Eq. (125)), and η̃ = η̃(Ã, Ã∗, t) is the frame constructed
by the QHB expansion in Section III. In Eq. (132b), we
further separate the static and rotating part of η̃ and
group the former with Ã. With this regrouping, each pair
of conjugate terms in the right-hand side of Eq. (132b)
diagrammatically corresponds to the dressed resonant
excitations, the drive excitations, and the dressed off-
resonant excitations (c.f. Eqs. (19), (39) and (51)), re-
spectively. Remarkably, different type of excitations in
the diagrammatic method, which were constructed to fa-
cilitate the perturbation expansion, now can be mapped
to physical observables, i.e. the Fourier components of
the steady state of x̃ shown in Fig. 12 (c). For example,
the Fourier component at 3ν/5 corresponds to

· · · (133)

where each diagram above has a rotating phase of
e±i3νt/5. Likewise, the Fourier component at frequency
7ν/5 correspond to the diagrams

· · · (134)

Each Fourier component in x̃ can be expressed as a se-
ries of diagrams similar to those in Eqs. (133) and (134).
By summing their algebraic expressions, which are func-
tions of Ã, Ã∗, and t, and plugging in the steady states
for Ã and Ã∗ obtained from Eq. (131), we can obtain
the perturbatively computed steady states of x̃. These
steady states are shown as grey bars in Fig. 12 (c) and
(d) and are in good agreement with the exact values ob-
tained from numerical integration. Such agreement pro-
vides compelling evidence that our diagrammatic method
accurately captures classical bifurcation processes.

While the discussion above suffices for computing the
steady state of the oscillator’s position x̃, we further note



46

that the steady state can be obtained only from the bare
diagrams. This simplification will shed light on the con-
nection between the diagrammatic method and the clas-
sical harmonic balance method. To derive this, we make
two observations. First, we note that for any diagram
evaluated with the bosonic coordinate Ã in the steady
state, the dressed propagator in it, formally defined by
Eq. (42) in the quantum case, can be simplified by omit-
ting the Poisson (Husimi) bracket term corresponding to

i{K̃, } in the classical case. This can be seen from the

definition of the Poisson bracket

{K̃, f̃}Ã,Ã∗ = −i(∂ÃK̃∂Ã∗ f̃ − ∂Ã∗K̃∂Ãf̃) (135)

for some generic function f̃ . In a steady state with dtÃ =
i∂Ã∗K̃ = 0, the Poisson bracket i{K̃, } in Eq. (42)

therefore vanishes. As a result, the dressed propagator,
which is evaluated as a infinite series Eq. (41) for the full
Hamiltonian, can be directly evaluated as 1/(ωout − 1 +
iγ/2) for steady states, where ωout is the frequency of the
off-resonant excitation associated with the propagator.

Our second observation is that the resonant excita-
tions in diagrams representing the steady states of x̃
(e.g., those in Eqs. (133) and (134)) take the dressed

form ((Ã+Sta(η̃))e−i
3
5νt) rather than the bare form

(Ãe−i 35νt). By directly computing the steady state

of Ã + Sta(η̃), we can avoid the cumbersome process

of expanding Ã + Sta(η̃) in terms of Ã and Ã∗ (see

Eq. (64)) and then plugging in the steady state of Ã.
From Eq. (54), we know that the equation of motion for

(Ã+ Sta(η̃)) is simply

dt = −i . (136)

Thus, to find the steady state of , we need only find

its corresponding value that solves = 0.

Based on our two observations, we can conclude that
computing the steady states of x̃ does not require knowl-
edge of the dressing of the oscillator and off-resonant
excitations through the infinite series in Eq. (64) and
Eq. (41). Rather, the dressed resonant excitation can be
treated as a standalone quantity, and the dressed propa-
gator can be evaluated in its bare form 1/(ωout−1+iγ/2).
In this sense, the bare diagrams contain all the informa-
tion of the steady states of a classical driven nonlinear os-
cillator. Indeed, the classical harmonic balance method,
which focuses only on the steady states of the oscillator,
can be seen as solving the equation of motion Eq. (17)

subject to the constraint that dtÃ = −i∂Ã∗K̃ = 0,

{K̃, η̃} = 0, and Sta(η̃) = 0. Solving this modified equa-
tion of motion diagrammatically yields the bare diagrams
introduced in Sections III B to III D.

2. Structure of general (q : p) USH bifurcation

In the preceding text, we have so far assumed to find
the steady states in the phase space (Ã, Ã∗) by numer-

ically solving the effective EOM Eq. (131) for dtÃ = 0.
Now we discuss the analytical structure of the steady
state solutions in the parameter space of the driven Duff-
ing oscillator. For a (q : p) USH bifurcation process, the
steady states of the EOM Eq. (131) satisfies

(∆− iγ

2
)Ã+ 2K2Ã∗Ã2 +O(g2

4) = −qΩq,pξpA∗q−1,

(137)

where we have plugged the effective Hamiltonian of the
general form

K̃ =
∑
n

KnÃ∗nÃn + Ωp,qξ
∗pÃq + c.c., (138)

and the renormalized detuning ∆ = δ + 6g4|ξ|2 +
4g2

3 |ξ|2/(ν − 2) − 4g2
3 |ξ|2/(ν + 2) + 8g2

3 |ξ|2 + O(g2
4) and

the second order renormalization coefficient K2 = 3g4
2 −

10g23
3 +O(g2

4) are computed through diagrams.

To find the steady state Ã = As satisfying Eq. (137),
we further express the equation in the polar coordinate
As = reiθ and it reads

2K2r
3 + ∆r − iγ

2
r +O(g2

4) = −qΩq,pξprq−1e−iqθ.

(139)

This equation always admits a trivial solution r = 0 cor-
responding to the harmonic response of the oscillator to
the drive. We note that the phase factor in the right-
hand side of Eq. (139) satisfies e−iqθ = e−iq(θ+2kπ/q) for
k ∈ Z. Therefore, each nontrivial solution in r 6= 0 has a
q-fold multiplicity in phase θ; these nontrivial solutions,
if they exist, represent the q-fold degenerate bifurcated
steady states that are equispaced by an angle 2π/q.

To solve for these nontrivial solutions, we further mul-
tiply Eq. (139) with its complex-conjugate and introduce
ρ = r2 to arrive at

(2K2ρ+ ∆)2 +
γ2

4
+O(g2

4) = q2Ω2
q,p|ξ|2pρq−2. (140)

Geometrically, solving Eq. (140) is to find the intersec-
tion between two curves L and R, corresponding to the
left- and right-hand side of the equation, with ρ > 0.
To leading order, L = (2K2ρ + ∆)2 + γ2/4 represents
a parabola and R = q2Ω2

q,p|ξ|2pρq−2 represents a q − 2
degree curve. In the top row of Fig. 13, we illustrate
this geometric picture for the representational cases of
(1 : 1), (2 : 1), (3 : 1), (4 : 2) USH processes35. They re-
spectively correspond to the intersection of the parabola

35 We note that the (1 : 1) instability, which is well known as Duff-
ing bifurcation [21, 63], is analyzed using a modified USH method
that we review in Appendix K. Yet it follows the same structure
as Eq. (140) and for the sake of completeness we compare it with
other USH processes together.
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FIG. 13. Geometric illustration and bifurcation domain diagrams for lowest order USH processes in classical driven Duffing
oscillator, specifically (q : p) = (a) (1 : 1), (b) (2 : 1), (c) (3 : 1), and (d) (4 : 2) processes. (a)-(d) top row: the left- and
right-hand side of Eq. (140) are represented by the two curves L, a parabola, and R, a q − 2 degree curve, in ρ. Blue, yellow
and orange parabolas represents different choice of δ such that there exist zero, one, or two bifurcation solutions, i.e. ρ > 0
points that the two curves intersect. The green parabola in (3 : 1) represents a special case that two bifurcation solutions both
locate on the right half of the parabola, in contrast with the orange parabola that the two solutions locate on different halves.
(a)-(d) bottom row: Domain diagrams for the corresponding process in the δ-g4 plane with the axes rescaled by γ to pertinent

power. For the sake of concrete comparison, we take |ξ| = 1 for the processes other than (1 : 1) and g3 =
√
|g4| for (2 : 1)

and 0 otherwise. Distinct domains are marked by different colors, each corresponding to a parabola location in the top row
plots. Also plotted within each domain is its characteristic non-dissipative phase diagram governed by Eq. (137) with γ = 0.
The blue domain marks the absence of bifurcation and the corresponding phase diagram has a single trivial node at the origin,
marked in red, representing the trivial harmonic response solution. Stationary orbits are marked around the node, with arrows
indicating direction of motion. In the orange domain, other than the trivial node emerge two additional q-fold multiplicities
of nontrivial nodes and saddles, marked in red and green respectively. The positions of the nodes and saddles are obtained by
solving analytically Eq. (139). Another nontrivial domain colored in yellow, where the q-saddle points coalesce at the origin,
occurs only in lower-order processes such as in (b) where it is a 2-D area in parameter space and is further reduced to a line
in (c) if γ = 0. Another nontrivial domain colored in green is unique to (c), or q = 3 cases in general, where the each saddle
shares the same phase θ as a bifurcation node. Any higher-order process contains only the blue and orange domains like in (d).

with a hyperbola R ∝ ρ−1, a constant line R ∝ ρ0, a
straight line R ∝ ρ1, and a parabola R ∝ ρ2. The in-
tersection between the two curves is controlled on three
types of perturbative parameters: the damping rate γ,

the nonlinearity strengths g3 = O(g
1
2
4 ) and g4, and the

bare detuning δ = 1− pν/q. We now discuss this depen-
dence in more detail.

First, the damping rate γ determines the bottom of
the parabola L and the bifurcation strength Ωq,p =

O(g
p+q
2 −1

4 ) determines the height of the curve R. As we
are interested in finding the solution within the perturba-
tive regime, i.e. ρ = O(g0

4) (c.f. Eq. (9)), γ needs to be of
the same order as or smaller than the bifurcation strength
Ωq,p. This condition36 translates to g4

>∼ γ2/(p+q−2) for
p + q 6= 2, which brings the two different perturbative
parameters γ and g4 on equal footing.

In addition, the detuning δ controls the center of the
parabola R and, when the damping is sufficiently weak, it
determines the number of nontrivial solutions in ρ. Dif-
ferent solutions, based on their stability properties, can
be classified as either nodes or saddles (c.f. Fig. 12).
With this, in the bottom row of Fig. 13 we plot the

36 For (1 : 1) process this condition is g4
>∼ γ3, which we derive in

Appendix K.

domain diagram for different USH processes in the pa-
rameter space (δ, g4) while each axis is rescaled by γ to
some pertinent order. Different colors represent different
configuration of solutions and the insets give the repre-
sentational phase diagram of each of these regimes.

We remark that the domain diagrams of some lower-
order USH processes, such as the (1 : 1) and the (2 : 1)
USH process have been computed in previous works [9].
However, the perturbative structure among the USH pro-
cesses and an accurate domain diagram taking into ac-
count all the frequency-renormalizing terms for higher
order processes has not been constructed in previous lit-
erature to the best of our knowledge. This is partially be-
cause with increasing q, p the complexity of the analysis
increases exponentially. Moreover, historically there was
no practical incentive to construct domain diagrams for
higher-order USH processes: the regime of weak-damping
was practically inaccessible. But this has changed with
the advent of technologies that can simultaneously access
the parameter regimes of weak damping and finite nonlin-
earity, for instance with the superconducting Josephson
junction element. Here, we have constructed the domain
diagrams of some novel USH processes in Fig. 13 and for
processes higher than the (4 : 2) process, with the help
of the diagrammatic method, one can use the computer
programs to analytically or numerically compute the do-
main diagrams.
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3. Unification of USH bifurcation, multiphoton resonance,
and Schrödinger cat states in a semiclassical picture

Lastly, we remark that the effective Hamiltonian
Eq. (138) governing classical USH bifurcations has the
same form as Eq. (104), from which two drastically dif-
ferent quantum processes could emerge: Schrödinger cat
state and multiphoton resonance. In the rest of this sec-
tion we discuss the unification of these two processes in
a semiclassical picture.

For illustrative purpose, we consider a simple example
of a (2 : 1) process taking place in a driven quantum
nonlinear oscillator described by Eq. (1). With the dia-
grammatic method, the (2 : 1) process to order O(ϕ2

zps)
can be described by a quantum effective Hamiltonian

K̂/~ = (∆cl + 2K2)Â†Â+K2Â†2Â2 + ΩsqzÂ†2 + h.c.,
(141)

where ∆cl = ωo − ωd/2 + 6g4|ξ|2 − 18g2
3 |ξ|2/ωd is the

renormalized detuning due to the classical diagrams,
K2 = 3g4/2 − 20g2

3/3ωd, Ωsqz = 2iΩdg3
ωd

is the squeez-
ing strength, and the 2K2 term in the above equation is
the Lamb shift resulting from the quantum diagrams (c.f.
Eq. (129)). We note that Eq. (141) is just Eq. (2) with
beyond RWA terms explicitly computed.

In Fig. 14 (a), we plot the eigenspectrum of K̂ with
parameters K2 < 0 (to resemble the negative anhar-
monicity of a usual Josephson circuit), ∆cl = −3K2 and
Ωsqz varying. The parameters are chosen so that the

Fock states |0〉 and |2〉 are degenerate eigenstates of K̂
at Ωsqz = 0. With moderately non-zero Ωsqz, |0〉 and
|2〉 are thus resonantly coupled by the squeezing term

ΩsqzÂ†2+h.c., a process we refer as the multiphoton reso-
nance and has been extensively examined in Section VI C.
In Fig. 14 (a) this resonance is characterized by the en-
ergy repulsion between the eigenstates |0̃〉, |2̃〉 ≈ |0〉 ± |2〉
in the yellow-color resonance domain and the energy
gap corresponds to twice the Rabi rate between the two
Fock states. When Ωsqz becomes larger, Eq. (141) enters
the Schrödinger cat domain and admits a two-fold near-
degenerate ground state comprising Schrödinger cat-like
states (c.f. Fig. 1 (a) for a ∆cl ≈ −2K2 case). This is
characterized by the “pairwise kissing” [43] in the spec-
trum Fig. 14 (a), specifically the closing of the eigenener-
gies of |0̃〉, |1̃〉 and those of |2̃〉, |3̃〉 in the tourquoise-color
regime.

To shed light on the continuous transition between res-
onance and cat domains, we introduce a semicalssical ob-
ject, metapotential, which is the energy surface defined by

K̃/~ = ∆clÃ∗Ã+K2Ã∗2Ã2 + ΩsqzÂ∗2 + c.c.. (142)

Note that Eq. (142) is just the classical counterpart of
Eq. (141); in the diagrammatic representation, the for-
mer comprises of the subset of classical diagrams that
constituting the latter.

In Fig. 14 (b) - (d), we plot the metapotential Eq. (142)

in the phase space (Q̃, P̃ ), where Q̃, P̃ are the reduced

FIG. 14. Demonstration of the (2 : 1) process with two quan-
tum manifestations: multiphoton resonance and Schrödinger
cat states. (a) Eigenenergy spectrum of Eq. (141) with ∆cl =
−3K2 as a function of reduced squeezing strength |Ωsqz|/K2

in square root scale. Eigenstate |ñ〉 is indexed by the Fock
state |n〉 that it adiabatically connects to at Ωsqz = 0. The
top x-axis measures the number of action quanta enclosed by
each metapotential well away from the origin, as illustrated in
(b) - (d). Resonance and Cat domains, colored as yellow and
turquoise, correspond to regions that live in the two quantum
manifestations. (b) - (d) semiclassical configurations of quan-
tum states at |Ωsqz/K2| = 0.09, 0.36, 1.96. The metapotential
surface is given by Eq. (142) with states shown as quantized
orbits enclosing k + 1/2 action quanta (with k ∈ N). Shaded
areas represent Amax.

position and momentum coordinates and related to the
complex coordinate by Ã = (Q̃+ iP̃ )/

√
2. Three partic-

ular values of Ωsqz are chosen with each corresponding
to the system in the resonance regime, early in the cat
regime, and deep in the cat regime. An equi-energy line
in the metapotential corresponds to an orbit of the clas-
sical state and a local extreme, or node, corresponds to a
stationary state of the classical nonlinear oscillator gov-
erned by Eq. (142). All three metapotentials in Fig. 14
contain two nodes away from the origin, each sitting at
the top of a hill whose footprint grows as Ωsqz increas-
ing. We denote the area of the footprint by Amax and it
measures the maximum action enclosed by each hill. In
Fig. 14 (b) and (c), the origin is another node sitting at
the bottom of a valley, while in (d) the origin becomes
a saddle point. One can immediately identify that the
metapotential in (b) and (c) corresponds to the orange
domain of the (2 : 1) bifurcation domain diagram Fig. 13
(b) where there are three nodes and two saddles while
metapotential in Fig. 14 (d) corresponds to the yellow
domain that contains two nodes and one saddle.

In the semiclassical picture, a metapotential can
accommodate quantized orbits satisfying the Ein-
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stein–Brillouin–Keller (EBK) quantization condition —
the action function enclosed by a quantize orbit is half-
integer action quanta, for any integer n. Written mathe-
matically, this well-known quantization condition reads∮

dP̃ Q̃ = (n+
1

2
)2π, (143)

where 2π is the action quantum37 in the phase space
(Q̃, P̃ ). With this, the resonance and cat domains in
Fig. 14 become clear. In particular, subplot (b) exem-
plifies the resonance domain with Amax/2π < 0.5, where

|0〉, |2〉 are resonantly coupled by ΩsqzÂ†2 + h.c.. Semi-

classically, eigenstates |0̃〉, |2̃〉 ≈ |0〉 ± |2〉 are superposi-
tions of two orbits that enclose 0.5 and 2.5 action quanta,
which live in the inside and outside metapotential wells
respectively and correspond to the Fock state |0〉, |2〉.
Fig. 14 (c) exemplifies the emergence of cat domain with
0.5 < Amax < 1.5 such that each metapotential hill away
from the origin is big enough to host one quantized orbit.
Eigenstates |0̃〉, |1̃〉 are Schrödinger cat-like states consti-
tuted by the two orbits living equidistant to the origin
with opposite phase. With Ωsqz increasing, the energy
barrier separated the two orbits increases and suppresses
the tunneling between the two orbits as characterized by
the closing of energy gap between the two. Lastly, the
subplot (d) exemplifies a region deep in the cat domain
with Amax > 1.5 so that more than one orbits live in
each metapotential hill away from the origin and thus
exist multiple pairs of cat-like states.

Remarkably, here we have identified a shared object,
the metapotential, that governs both the classical USH
bifurcation and the quantum processes, i.e. the multipho-
ton resonance and stabilization of general Schrödinger
cat-like states, in driven nonlinear oscillators. The shape
of metapotential determines the configurations of clas-
sical stationary states (or steady states in presence of
damping) and is characterized by the domain diagrams
in Fig. 13. In the quantum regime, the characteristic area
Amax of the metapotential relative to the action quan-
tum further determines configuration of the quantized
orbits and thus the quantum processes. The metapoten-
tial, together with the diagrammatic method transcend-
ing classical and quantum regimes, unifies these nonlin-
ear dynamical processes that were seemingly unrelated.
Finally, the semiclassical picture in Fig. 14 has been suc-
cessful in explaining the squeeze-driven Kerr oscillator
spectrum and the well-flip lifetime of the Kerr-cat qubit
measured in recent experiments [43, 44], which showcases
its potential in developing future qubit encodings.

37 For an unscaled phase space with the canonical commutation
relation [q̂, p̂] = i~, the action quantum is the Planck constant
h. For the phase space with the canonical commutation relation
[Q̂, P̂ ] = i the reduced action quantum is h/~ = 2π.

VII. CONCLUSION

In this work, we have developed a novel method,
based on Feynman-like diagrams, to compute the effec-
tive Hamiltonian of a nonlinear oscillator driven by an os-
cillatory force. The core principle of our method involves
constructing perturbatively a canonical frame transfor-
mation that decouples the slow dynamics of the oscil-
lator, that emerges in a frame rotating at a frequency
in the vicinity of the natural frequency of the oscilla-
tor, from the micromotion. The effective Hamiltonian
is then captured through mixing products of zero net
frequency. The cascade of these mixing products is rep-
resented by a diagram, a special graph where the inter-
nal vertices represent frequency-mixing factors, the ex-
ternal edges correspond to dressed resonant excitations
or drive excitations, and the internal edges correspond
to dressed propagators associated with off-resonant exci-
tations. Similar to Feynman diagrams, mixing diagrams
are evaluated by multiplying the algebraic expressions
associated with each component in the diagram. The
diagram’s pictorial structure serves to organize the asso-
ciated Hamiltonian term according to perturbative order
and the types of excitations involved. This book-keeping
feature allows for the computation of specific types of
effective Hamiltonian terms directly at arbitrary orders.
This feature is also parallel computation friendly.

At the foundation of these diagrams lies a novel per-
turbation expansion which we called Quantum Harmonic
Balance (QHB). This expansion is based on the phase-
space formulation of quantum mechanics, a choice justi-
fied by the natural connection between diagram count-
ing rules and the Husimi product, which involves taking
partial derivative of phase-space variables. Additionally,
the phase-space formulation establishes a correspondence
between the space of quantum Hilbert space operators
and the space of the classical phase-space functions, en-
abling the treatment of quantum and classical nonlinear
dynamics on equal footing. In developing QHB, we have
also devised a new procedure to ensure the canonicity of
the frame transformation underlying the diagrammatic
method. This rigorous procedure is applicable to the
family of averaging methods whose canonicity is often
not ensured, further enhancing its utility.

In the field of quantum computing, our diagrammatic
method provides three valuable features. First, it fa-
cilitates the analytical description of effective dynamics
for driven nonlinear oscillators, which model numerous
quantum computing devices and their control schemes,
arbitrarily to high order. Second, it captures and re-
veals the structure of nonlinear processes through the
intricate design of the diagrams. Lastly, it treats quan-
tum and classical driven processes on equal footing, al-
lowing knowledge from classical nonlinear dynamics to
be applied to quantum systems. These features are es-
sential for characterizing beyond-RWA phenomena that
constrain many state-of-the-art technologies, for achiev-
ing precise control of quantum systems via parametric
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drives, and for designing innovative qubit encoding, read-
out, and control schemes through Floquet engineering.
To demonstrate the power of our diagrammatic method,
we have explored several pertinent examples in the su-
perconducting circuits platform, such as a proposal to
realize a three-legged Schrödinger cat state, modeling
energy-renormalization effects in a recent superconduct-
ing experiment in the strongly driven regime, a compre-
hensive characterization of multiphoton resonances in a
driven transmon, a proposal for an innovative inductively
shunted transmon circuit, and a characterization of clas-
sical ultra-subharmonic bifurcation in driven oscillators.
Our method can be applied and extended to various other
relevant systems, including those involving multiple drive
tones and quantum modes, open quantum systems cou-
pled to a dissipative bath, or superconducting circuits
driven through magnetic flux. In summary, the results
presented in this article provide the groundwork for a sys-
tematic perturbation theory of the control of non-linear
bosonic quantum systems through an oscillating force of
variable frequency and strength.
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Appendix A: Glossary

Graph theory

loop: a closed sequence of connected vertices that starts
and ends at the same vertex without revisiting any
vertex in the sequence.

tree: an undirected graph in which any two vertices are
connected by exactly one path; i.e. a tree has no loop.

leaf vertex: a vertex with degree one, i.e. only
connecting to one other vertex.

external edge: an edge connecting to a leaf vertex.

internal edge: an edge not connecting to any leaf
vertex.

rooted tree: a tree in which one leaf vertex has been
designated the root.

forest: an undirected graph in which any two vertices
are connected by at most one path; in other words, the
graph consists of a disjoint union of trees.

Diagrammatic method

diagram: a special graph in which vertices correspond
to interactions, internal edges correspond to propagators,
and external edges correspond to excitations.

resonant excitation: an excitation at the oscillator
frequency represented by a straight edge.

drive excitation: an excitation at the drive frequency
represented by a wiggly edge.

off-resonant excitation: an excitation off resonant
from the oscillator frequency represented by a diagram
whose output is a double-line edge.

bare diagram: a diagram in which the excitations and
propagators are in the bare form.

dressed diagram: a diagram in which the excitations
and propagators are in the dressed form.

unexpanded diagram: a diagram in which each

internal vertex is a and the dressed excitations

involve . The operations underlying the algebraic

expressions associated with unexpanded diagrams are
Husimi product › and Husimi bracket {{ , }}. See

Eqs. (22), (33) and (41) for examples. One could say
that the unexpanded diagram has dressed vertices.

expanded diagram: a fully evaluated representation

of the unexpanded diagram in which and are

algebraically evaluated and represented in diagrammatic
form. See Eqs. (34) and (50) for examples. The product
underlying the algebraic expressions associated with ex-
panded diagrams is the ordinary commutative product.

quantum bond: an edge in an expanded diagram
linking two bare resonant excitation. The algebraic
expression associated with a quantum bond is ~. A
quantum bond is colored in orange.

classical diagram: an expanded diagram in which
there is no quantum bond.

quantum diagram: an expanded diagram in which
there is one or more quantum bonds.

ordered diagram: a diagram where the subdiagrams
of each vertex has a definite order around that vertex.

unordered diagram: the equivalence class of topologi-
cally equivalent ordered diagrams.



51

Appendix B: List of Symbols

Driven nonlinear oscillator

ωo natural oscillator frequency

ω01 transition frequency between ground and first
excited state

gm m-th rank nonlinearity

ωd drive frequency

Ωd drive amplitude

ξ dimensionless drive amplitude

ω′o frequency of the rotating frame

δ bare detuning (= ωo − ω′o)

q̂ position operator

p̂ momentum operator

qzps, pzps zero-point spread of the position and momen-
tum coordinates

Û potential operator

cm m-th rank coefficient of the potential Û

â, â† bosonic operators

Ĥ Hamiltonian in lab frame

Phase space representation of quantum mechanics

H Husimi Q map

Õ phase space variable/function corresponding

to some operator Ô in Hilbert space

› Huisimi Q product

? Groenewold/Moyal product

f̃ g̃ ordinary product between f̃ and g̃

{{ , }} Husimi bracket, based on the Husimi Q
product

{ , } Poisson bracket

(f̃ + g̃)m› polynomial expansion of f̃ and g̃ with › as
the underlying product

Quantum harmonic balance in phase space representation

Ã, Ã∗ bosonic variables in the transformed frame

η̃ micromotion captured by additive map (ã =

Ã+ η̃)

K̃ effective Hamiltonian

K̃ω′o effective Hamiltonian in the rotating frame at
frequency ω′o

ωout output frequency of a diagram producing off-
resonant excitation

ω̃out renormalized output frequency of a diagram
producing off-resonant excitation

∆ detuning between the oscillator renormal-
ized frequency and the natural oscillator
frequency

∆cl classical contribution of ∆

∆ω detuning between the off-resonant excitation
at frequency ω and the resonant excitation

(q : p) characterizes a process involving conversion
between p drive excitations and q resonant
excitations

Kn n-th order coefficient of Kerr-like term in the
effective Hamiltonian

Ωq,p coupling strength in a (q : p) process

Ω
(k)
q,p coupling strength in a (q : p) process under

perturbative expansion to k-th order

Ωsqz squeezing strength (= Ω2,1)

Amax maximum action enclosed by an energy well
in the semiclasscial metapotential

Z a general variable in the additive map of
frame transformation

Z, ζ slow and fast dynamics of the variable Z

Ŝ generator of an exponential map of frame
transformation

LS̃ = {{S̃, ·}} Lie derivative with respective to phase-space
function S̃

Multi-tone, multi-mode system

ωk natural frequency of mode k

ω′k frequency of rotating frame for mode k

δk bare detuning for mode k (= ωk − ω′k)

λk phase participation ratio of k mode k

pk energy participation ratio of mode k

ξl effective drive amplitude of drive tone l

ωd,l frequency of drive tone l

ϕk zero-point spread of phase contributed by
mode k

ĉ, ĉ† bosonic operators of cavity-like mode

Ĉ, Ĉ bosonic operators of cavity-like mode in the
transformed frame

Km,n energy renormalization coefficient of the
ÂnÂ†nĈmĈ†m term in a 2-mode problem

χ cross-Kerr between qubit-like and cavity-like
mode in a 2-mode problem

α coherent state complex amplitude in Sec-
tion VI B

n̄ coherent state photon number (= |α|2)

Dissipative dynamics

Ĥtot Hamiltonian of the driven oscillator and the
thermal bath

Ĥs Hamiltonian of the driven oscillator

Ĥb Hamiltonian of the thermal bath
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Ĥsb Hamiltonian of the oscillator-bath coupling

b̂ω, b̂
†
ω bosonic operators for frequency-ω bath mode

ρ̂s density matrix operator of the oscillator

K̂tot effective Hamiltonian of the oscillator and
thermal bath

K̂s effective Hamiltonian of the oscillator

K̂sb effective oscillator-bath coupling

hω oscillator-bath coupling strength

Ĉ(t) effective oscillator coupling operator

Ĉωj Fourier component of Ĉ(t) at frequency ωj

n̄ωj thermal photon number at ωj

D[Ô] Lindblad superoperator over loss operator Ô

Josephson circuits

EC charging energy

EJ Josephson energy

EL inductive energy

Ng gate offset charge

ϕext reduced external flux

E′J Josephson energy of each junction in an array
shunt

M junction number in an array shunt

R ratio between EL and EJ

α anharmonicity in Sections VI C and VI D

N̂ Cooper pair number operator

ϕ̂ phase operator

Nzps, ϕzps zero-point spread of N̂ and ϕ̂

Ed drive energy

ÛIST potential operator of an IST circuit

Floquet analysis of multiphoton resonance

|i〉 i-th Fock state

Ei energy of i-th Fock state dressed by the renor-
malization term

εi eigenenergy of i-th state in the effective
Hamiltonian

|̃i〉 the eigenstate of the effective Hamiltonian
that is associated with the i-th Fock state

Ẽi renormalized energy of i-th driven state in lab
frame

|̃iF〉 Floquet state associated with the i-th Fock
state

εFi quasienergy of i-th Floquet state

Ωk↔k+q,p Hamiltonian coupling strength between k-
th and k + q-th states mediated by q drive
photons

ΩR
k↔k+q,p Rabi rate between k-th and k + q-th states

mediated by q drive photons

Ωpara strength of some parametric process

Pi→ weight of leaving i-th Fock state

Classical Duffing oscillator

ν dimensionless drive frequency

γ damping rate

xlin linear response of the position coordinate to
the drive

xs steady state of position coordinate x̃

ẋs steady state of the velocity dtx̃

As steady state of complex coordinate Ã
(r, θ) polar coordinate of steady state in phase

space

ρ = r2 square of the amplitude of the steady state
coordinate

L,R left- and right-hand side of the steady state
equation

Appendix C: Frame Transformation

To prepare the Hamiltonian Eq. (7) for the perturba-
tive analysis, we perform two-step frame transformations.
The first one is a displacement transformation generated
by ÛD = exp(α∗linâ− αlinâ

†) where

αlin(t) =
Ωd
2

( 1

ωd − ωo
e−iωdt − 1

ωd + ωo
eiωdt

)
(C1)

is the linear response of the oscillator to the drive. Under
this transformation, the Hamiltonian transforms to

Ĥ ′ = ÛDĤÛ
†
D − i~ÛD∂tÛ

†
D (C2)

= ωoâ
†â+

∑
m≥3
m∈N

gm
m

(â+ â† + ξe−iωdt + ξ∗eiωdt)m,

(C3)

where ξ = Ωdωa

ω2
o−ω2

d
. If we focus on the nonlinear terms in

Eq. (C3), this transformation, which is defined as â →
â + αlin(t), amounts to â → â + ξe−iωdt. Note that, in
the case that the oscillator is driven through momentum
degree of freedom by −iΩd(â − â†) cosωdt, such as in
Eq. (106), the linear response should be modified as

αlin(t) =
iΩd
2

( 1

ωd − ωo
e−iωdt +

1

ωd + ωo
eiωdt

)
, (C4)

and the Hamiltonian in the displaced frame has the same
form as Eq. (C3) but with modified ξ = iΩdωd

ω2
d−ω2

o
. In ad-

dition to the displaced frame transformation, we further
perform a rotating frame transformation to Eq. (C3) gen-

erated by ÛR = exp(−iω′oâ†â) and the resulting Hamil-
tonian is Eq. (8).

We also note that the displacement transformation
can alternatively be absorbed into the quantum har-
monic balance (QHB) procedure developed in Section III.



53

Specifically, we consider the Hamiltonian Eq. (7) under

the rotating frame transformation generated by ÛR:

Ĥ ′′ =δâ†â+
∑
m≥3
m∈N

gm
m

(âe−iω
′
ot + â†eiω

′
ot)m

+ Ωd(âe
−iω′ot + â†eiω

′
ot) cos(ωdt),

(C5)

where δ = ωo − ω′o. Instead of starting with Eq. (8),
we can perform QHB over Eq. (C5) directly. In partic-
ular, in the Husimi Q phase space, we seek for a frame
transformation ã = Ã + η̃ and the equation of motion
dtã = −{{ã, H̃ ′′}} correspondingly reads

∂Ã∗K̃ + i∂tη̃ =
∑
m≥3

gme
iωot
(

(Ã+ η̃)e−iωot

+ (Ã∗ + η̃∗)eiωot
)m−1

›

+ eiω
′
ot

Ωd
2

(e−iωdt + eiωdt)

+ δ(Ã+ η̃) + i{{K̃, η̃}}Ã,Ã∗ .
(C6)

The QHB is to find ∂Ã∗K̃ and η̃ order by order in the
perturbative parameter qzps. Here we assume η̃ to be
nonzero at order q0

zps, in stead of being zero in Eq. (18),

and assign order q0
zps to Ωd. As a result, Eq. (C6) to

leading order reads

∂Ã∗K̃
(0) + i∂tη̃

(0) = eiω
′
ot

Ωd
2

(e−iωdt + eiωdt). (C7)

By construction ∂Ã∗K̃ is time-independent and η̃ is time-
dependent, and therefore at this order we have

∂Ã∗K̃ = 0, (C8a)

e−iω
′
otη̃(0) =

Ωd/2

ωd − ω′o
e−iωdt +

Ωd/2

−ωd − ω′o
eiωdt. (C8b)

We recall that, according to Eq. (18), the diagrammatic

representation of e−iω
′
otRot(η̃) is the off-resonant exci-

tation . Therefore Eq. (C8b) is just two off-

resonant exictations at order q0
zps: both are of strength

Ωd/2, and each is at frequency ±ωd and with propaga-
tor 1/(±ωd − ω′o), respectively. It should be noted that

the linear response αlin in Eq. (C1) is the just e−iω
′
otη̃(0)

but with dressed propagator 1/(±ωd − ωo) defined by
Eq. (41). At next order, both of these two dressed off-
resonant excitations can travel into or away from a mixer
(c.f. Eq. (18)). In this sense, ξe−iωdt in Eq. (C3) is just
the combination of the off-resonant excitation at ωd trav-
eling into the mixer and the one at −ωd traveling away
(whose algebraic expression is the conjugate of the sec-
ond term in Eq. (C8b)), which two have the same effect
of adding frequency ωd to the mixing process.

Appendix D: Proof of ∂ã∗(ã+ ã∗)m› = m(ã+ ã∗)m−1
›

Our goal is to prove that chain rule applies to the expression (ã+ ã∗)m› , i.e.

∂ã∗(ã+ ã∗)m› = m(ã+ ã∗)m−1
› . (D1)

To show this, we first invoke the following identity:

(αã+ βã∗)m› =

m∑
k=0

(
m

k

)
αm−kβk

min (k,m−k)∑
j=0

1

2j
j!

(
k

j

)(
m− k
j

)
~j ã∗k−j ãm−k−j (D2)

From Eq. (D2), we have

∂ã∗(ã+ ã∗)m›

=

m∑
k=1

m!

k!(m− k)!

min (k−1,m−k)∑
j=0

j!

2j
k!

j!(k − j − 1)!

(m− k)!

(m− k − j)!j!
~j ã∗k−j−1ãm−k−j .

(D3)
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Redefining the index k as l = k − 1, we arrive at

∂ã∗(ã+ ã∗)m›

= m

m−1∑
l=0

(m− 1)!

K!(m− 1− l)!

min (l,m−1−l)∑
j=0

1

2j
j!

l!

j!(l − j)!
(m− 1− l)!

(m− 1− l − j)!j!

~j ã∗l−j ãm−1−l−j

= m

m−1∑
l=0

(
m− 1

l

)min (l,m−1−l)∑
j=0

1

2j
j!

(
l

j

)(
m− 1− l

j

)
~j ã∗l−j ãm−1−l−j

= m(ã+ ã∗)m−1
› .

(D4)

Q.E.D.

Appendix E: Quantum Harmonic Balance as a
Refined Averaging Method

The quantum harmonic balance (QHB) expansion de-
veloped in Section III is inspired by a general class of
perturbative theory known as averaging methods, but it
also includes important improvement to such approach.
In this section, we discuss the relationship between them
in more detail.

Firstly, we note that the shared theme of the aver-
aging methods is to decompose the dynamics of some
physical object Z = Z + ζ(Z,cZ, t) associated with a
driven system into some slow dynamics captured by Z
and micromotion captured by ζ(Z,cZ, t), where cZ is the
conjugate variables to Z [14]. To achieve this separation
of time-scales, these methods follow an iterative proce-
dure operating on the EOM over Z similar to that in
the specific case of the QHB operating on the Heisenberg
EOMs over Z = ã. Other examples of averaging meth-
ods include the well-established Krylov-Bogoliubov (KB)
method [27–30], which analyzes the Hamilton EOM over
the classical position coordinate Z = q̃; the secular aver-
aging theory [31], which analyzes the Liouville EOM over
the density matrix Z = ρ̂; and the higher-order RWA
method [32], which analyzes the Schrödinger EOM over
the wave function Z = |ψ〉.

It is important to recognize that the QHB expan-
sion provides a novel perspective for treating Z = Z +
ζ(Z,cZ, t) as a frame transformation, whereas conven-
tional averaging methods merely treat it as an ansatz.
This modification is crucial in developing a simple dia-
grammatic description as well as eliminating errors in the
QHB. To demonstrate this, we note that when taking
the time derivative of the specific function ζ(Z,cZ, t) =

η̃(Ã, Ã∗, t) associated with the QHB, a conventional aver-
aging method, such as the KB method, will simply apply
the chain rule and obtain:

dtη̃ = ∂tη̃ + ∂Ãη̃ dtÃ+ ∂Ã∗ η̃ dtÃ
∗. (E1)

Although this treatment appears proper and is in-
deed correct for the classical system, it is in correct
for the quantum phase-space function η̃(Ã, Ã∗, t) in

which the bosonic coordinates Ã, Ã∗ are related by non-
commutative Husimi bracket. To correctly derive the
time-derivative of η̃ and, more importantly, to make such
an expression diagram-compatible, it is crucial to treat
ã = Ã + η̃ as a canonical frame transformation. The
Heisenberg EOM over η̃(Ã, Ã∗, t) consequently reads

dtη̃ = ∂tη̃ − {{K̃, η̃}}, (E2)

where K̃ is the effective Hamiltonian governing Ã. Not-
ing that −{{K̃, η̃}} = ∂Ãη̃ dtÃ + ∂Ã∗ η̃ dtÃ∗ + O(~), we
observe that Eq. (E1) obtained from conventional aver-
aging methods introduces an error at order O(~) and will
result in an erroneous EOM, which differs from Eq. (14),
the EOM that QHB aims to solve.

In addition, as discussed in detail in Section III G,
the QHB expansion goes a step further by carefully con-
structing the static part of η̃ to ensure that the resulting
frame transformation ã→ Ã+ η̃ is truly canonical. This
crucial step is missing in conventional averaging meth-
ods, rendering some of them [27–31] associated with a
canonical transformation while others [32, 33] without.

Appendix F: Deriving the Canonical Form of the
Dressed Resonant Excitation

In Section III G, we have present a specific construc-
tion of the dressed resonant excitation (Ãe−iω′ot +

Sta(η̃)e−iω
′
ot) and claimed that it warrants a canonical

frame transformation underlying the diagrams. This
construction is derived by assuming that the additive
frame transformation ã→ Ã+ η̃(Ã, Ã∗, t) can be equiva-

lently expressed as an exponential map ã→ eLS̃ Ã, where
LS̃ f̃ = {{S̃, f̃}} is the Lie derivative with respective to S̃.
In this section, we rigorously prove the equivalence of the
frame transformation in these two representations. For
the ease of understanding, we choose to prove such equiv-
alence in the more well-received Hilbert space associated

with the Lie derivative is LŜ f̂ = [Ŝ, f̂ ]/i~. These two for-
mulations are isomorphic to each other and the following
proof will only rely on the properties of their shared Lie
algebraic structure [14].
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In Hilbert space, the first representation of the frame
transformation is the additive form â → Â + η̂. This
frame transformation is constructed by solving the equa-
tion of motion Eq. (13), which we can rewrite as follows:

1

i~
[K̂, Â]− ∂tη̂ +

1

i~
[K̂, η̂]

=
1

i~
[Ĥ(Â+ η̂, Â† + η̂†, t), Â+ η̂].

(F1)

Here Ĥ(â, â†, t) is the time-dependent Hamiltonian de-

scribing the driven system of interest and K̂(Â, Â†) is
the time-independent effective Hamiltonian we solve for.
The second representation of the frame transformation in

Hilbert space is an exponential map â → e−Ŝ/i~ÂeŜ/i~.
With the conventional Schrieffer-Wolff expansion[14, 41],
it is known that one can find a time-independent Hamil-
tonian

K̂ ′ = eŜ/i~(Ĥ(Â, Â†, t) + i~∂t)e−Ŝ/i~ (F2)

with a generator Ŝ that is hermitian and purely rotating.
To prove the equivalence of these two representations, it
is sufficient to prove the equivalence of K̂ that solves
Eq. (F1) and K̂ ′ defined by Eq. (F2) provided that η̂

and Ŝ are related by

Â+ η̂(Â, Â†, t) =eŜ/i~Âe−Ŝ/i~, (F3)

which is just Eq. (59), the starting point of our derivation
for the dressed resonant excitation.
Proof :

To prove the equivalence of K̂ and K̂ ′, we rewrite
Eq. (F1) as follows:

1

i~
[K̂, Â]− ∂tη̂ +

1

i~
[K̂, η̂]

=
1

i~
[Ĥ(Â+ η̂, Â† + η̂†, t), Â+ η̂],

(F4)

m Eq. (F3)

1

i~
[K̂, Â]− ∂tη̂ +

1

i~
[K̂, η̂]

=
1

i~
[eŜ/i~Ĥ(Â, Â†, t)e−Ŝ/i~, Â+ η̂],

(F5)
m Eq. (F2)

1

i~
[K̂, Â+ η̂]− ∂tη̂ =

1

i~
[K̂ ′ − i~eŜ/i~∂te−Ŝ/i~, Â+ η̂],

(F6)

Note that in writing the right-hand side of Eq. (F5), we
have also employed the identity of unitary transformation

f̂(eŜ/i~Âe−Ŝ/i~, eŜ/i~Â†e−Ŝ/i~) = eŜ/i~f̂(Â, Â†)e−Ŝ/i~.

Now we can express the task of proving K̂ = K̂ ′ as prov-
ing the equation:

∂tη = [eŜ/i~∂te
−Ŝ/i~, Â+ η̂], (F7)

FIG. 15. Schematic of a transmon (in turquoise color) capac-
itively coupled to a cavity (in brown color).

which becomes apparent from Eq. (F6).

To prove this equation, we begin by writing:

∂tη = ∂t(e
Ŝ/i~Âe−Ŝ/i~ − Â)

= ∂t(e
Ŝ/i~Âe−Ŝ/i~)

= (∂te
Ŝ/i~)Âe−Ŝ/i~ + eŜ/i~Â(∂te

−Ŝ/i~)

= (∂te
Ŝ/i~)e−Ŝ/i~eŜ/i~Âe−Ŝ/i~

+ eŜ/i~Âe−Ŝ/i~eŜ/i~(∂te
−Ŝ/i~)

= (∂te
Ŝ/i~)e−Ŝ/i~(Â+ η̂)

+ (Â+ η̂)eŜ/i~(∂te
−Ŝ/i~)

= −eŜ/i~(∂te
−Ŝ/i~)(Â+ η̂)

+ (Â+ η̂)eŜ/i~(∂te
−Ŝ/i~), (F8)

where we used the product rule and the fact that

∂t(e
Ŝ/i~e−Ŝ/i~) = (∂te

Ŝ/i~)e−Ŝ/i~ + eŜ/i~∂te
−Ŝ/i~ = 0.

Equation Eq. (F8) can be further simplified to:

∂tη = [eŜ/i~∂te
−Ŝ/i~, Â+ η̂],

which is equivalent to Eq. (F7). This completes the proof.

Lastly, having demonstrated that the frame trans-
formation constructed using QHB constitutes a unitary
transformation in the Hilbert space, we can conclude that
the effective Hamiltonian K̃ is a real function. Therefore,
we have established the validity of all the assumptions
made in Section III when formulating the QHB expan-
sion.

Appendix G: Hamiltonian of Multimode Nonlinear
Oscillator in Normal Modes

In this section, we derive theHamiltonian for multi-
mode systems where a nonlinear oscillator is coupled to
several linear oscillators. For the sake of concreteness,
we consider the system treated in Section VI B where
a transmon is capacitively coupled to a cavity mode as
shown in Fig. 15, and the procedure below apply to gen-
eral multi-mode problem in general.



56

The Lagrangian of the transmon-cavity system reads

L =
1

2
(Ca + Cg)Φ̇

2
a + EJ cos(ϕa)

+
1

2
(Cc + Cg)Φ̇

2
a −

1

2Lc
Φ2
c − CgΦ̇aΦ̇c

(G1)

= Llin + EJ cos(ϕa) +
1

2LJ
Φ2
a (G2)

with

Llin =
1

2
(Ca + Cg)Φ̇

2
a −

1

2LJ
Φ2
a

+
1

2
(Cc + Cg)Φ̇

2
a −

1

2Lc
Φ2
c − CgΦ̇aΦ̇c,

(G3)

where Φi for i = a, c is the flux across the inductive el-
ement in the transmon and cavity modes, respectively,
ϕi = 2eΦi/~ is the reduced flux, LJ = ~2EJ/e

2 is the ef-
fective linear inductance of the Josephson junction, and
each capacitance is related to the its capacitive energy,
a notion used in Figs. 2 and 9, by Ci = e2/2EC,i. In
Eq. (G2), we further separate the Lagrangian into the
linear part Llin, defined in Eq. (G3), and the nonlinear
part, i.e. the last two terms in Eq. (G2). Note that Llin

describes two LC-oscillators that are capacitively cou-
pled. Our goal now is to find the normal modes of it
following the standard procedure [64]. To do this, we
first write the equation of motion generated by Llin as[

Φ̈a

Φ̈c

]
= C−1L

[
Φa

Φc

]
(G4)

where

C =

[
Ca + Cg −Cg
−Cg Cc + Cg

]
, L =

[
1
LJ

0

0 1
Lc

]
(G5)

are the capacitance and inductance matrix. We then can
find matrix P that diagonalize C−1L and thus Eq. (G4)
can be rewritten as

P−1

[
Φ̈a

Φ̈c

]
= P−1C−1LPP−1

[
Φa

Φc

]
, P =

[
β1 β2

β3 β4

]
,

(G6)

where P−1C−1LP is a diagonal matrix. Written as it
is, it is easy to see that the normal modes of Llin are[

ΦA

ΦC

]
= P−1

[
Φa

Φc

]
. (G7)

Plugging Eq. (G7) into Eq. (G3), we get a decoupled
linear Lagrangian

Llin =
1

2
CAΦ̇2

A −
1

2LA
Φ2
A +

1

2
CCΦ̇2

C −
1

2LC
Φ2
C , (G8)

with

CA = (Ca + Cg)β
2
1 + (Cc + Cg)β

2
3 − 2Cgβ1β3

CC = (Ca + Cg)β
2
2 + (Cc + Cg)β

2
4 − 2Cgβ2β4

1

LA
=
β2

1

LJ
+
β2

3

Lc
,

1

LC
=
β2

2

LJ
+
β2

4

Lc
.

(G9)

The coupling between normal modes ΦA and ΦC are
then completely absorbed into the nonlinear terms
EJ cos(ϕa) + 1

2LJ
Φ2
a in L in Eq. (G2) with Φa = β1ΦA +

β2ΦC . With this, we write the Hamiltonian associated
with L in normal modes and get Eq. (96) as38

Ĥ

~
= ωAâ

†
AâA + ωC â

†
C âC −

EJ
~

(
cos ϕ̂a +

ϕ̂2
a

2

)
,

(G10)

where ωi =
√

1/CiLi and the phase operator of each

mode is related to the bosonic ladder operators by Φ̂i =

(~2Li/2Ci)
1/4(âi + â†i ) for i = A,C. The bare phase

operator ϕ̂a can be written as ϕ̂a = ϕzps,A(âA + â†A) +

ϕzps,C(âC + â†C) where ϕzps,A = β1(4LA/CA)1/4
√
e2/~,

ϕzps,C = β2(4LC/CC)1/4
√
e2/~ are the participation of

the corresponding modes in the zero point spread of the
junction phase. We note that, for Josephson circuits,
ϕzps,A and ϕzps,C can be alternatively computed [34] as
ϕ2

zps,i = Pi~ωi/2EJ , where Pi, a design parameter of the
circuit, is the energy participation ratio of normal mode i
in the Josephson junction. The two notations are related
to each other by PA = β2

1LA/LJ and PC = β2
2LC/LJ .

Expanding the nonlinear terms in Eq. (G10), we get
the expression of the nonlinear oscillator

Ĥ

~
= ωAâ

†
AâA + ωC â

†
C âC +

∑
m>2

gm
m

(
λA(âA + â†A)

+ λA(âA + â†A)
)

(G11)

where gm = (−1)1+m/2ωAϕ
m−2
zps /2(m−1)! for even m and

0 for odd m, with ϕzps =
√
~ωA/2EJ and λ2

i = Piωi/ωA
for i = A,C.

When the circuit is capacitively driven with
drives of different frequencies, additional terms

−
∑
l

∑
i=A,C iΩi,l(âi − â†i ) cosωd,i,lt should be added

to Eq. (G11). Following the frame transformations in
Appendix C for each mode and each drive tone, one
will then obtain the Hamiltonian in form of Eq. (67),
which is the starting point of diagrammatic analysis on
multimode and multitone problems.

38 For notational simplicity, in Eq. (96), we use â and ĉ, in stead of
âA and âC , to represent the bosonic operators in normal modes,
use lower cases a, c, instead of A,C, in the subscripts to denote
the corresponding normal modes, and use ϕ̂, instead of ϕ̂a, to
denote the phase across the junction.
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Appendix H: Computing Coupling Strength
Through the Effective Hamiltonian

In this section, we detail the analysis on the cases that
several multiphoton resonances coexists. In particular,
we consider the transmon in Fig. 5 and examine the cou-
pling between the ground and 10th excited states through
a (10 : 4) process. As discussed in Section VI C, when
this process is on resonance, nearly resonant are the cou-
pling between the ground and 7th excited state through
a (7 : 3) process and the coupling between the 7th and
10th excited state through a (3 : 1) process. Specifically,
as we will show, the coupling between the 7th and 10th
state could be comparable with the energy difference be-
tween the two state in the effective frame. Therefore,
when (10 : 4) process is on resonance, both 7th and 10th
excited states are effectively hybridized with the ground
state. This renders it insufficient to compute the effective
Hamiltonian only capturing (10 : 4) process in the effec-
tive dynamics and leaving those involving the 7th excited
state to the micromotion.

To capture all the relevant effective dynamics, we con-
struct the diagrams in the rotating frame at ω′o = 2ωd/5
so that the diagrams associated with the coupling term
ξ4Â†10 is static. Moreover, we also consider the diagrams
responsible for (3 : 1) and (7 : 3) process to be part of the
effective dynamics. For example, when carrying out the
quantum harmonic balance, there exists two diagrams

= g4ξÃ∗2ei(3ω
′
o−ωd)t = g4ξÃ∗2eiωdt/5

= g10ξ
3Ã∗6ei(7ω

′
o−3ωd)t = g10ξ

3Ã∗6e−iωdt/5.

(H1)

In the ordinary USH procedure discussed in Section III,

these two terms contribute to (i∂tη̃) in Eq. (18), i.e.

the micromotion, since they are time-dependent. Yet,
in the modified treatment here, we consider these two
terms slow-varying and pertinent to the effective dynam-

ics. Therefore, we collect these terms to (∂Ã∗K̃)

and thus the latter becomes slow-varying. Upon inte-
gration over Ã∗, the two terms in Eq. (H1) contribute
1
3g4ξÃ∗3eiωdt/5 + c.c. and 1

7g10ξ
3Ã∗7e−iωdt/5 + c.c. to

the effective Hamiltonian, which are responsible for the

(3 : 1) and (7 : 3) process, respectively. We also note
that, porvided that in the rotating frame ω′o = 2ωd/5
the (10 : 4) process is captured by some static effective
Hamiltonian terms, if we consider the (3 : 1) process
as slow-varying, then the (7 : 3) process simultaneously
becomes slow-varying. This is because the Hamiltonian
terms responsible for the latter two process are of oppo-
site frequency and can cascade together to yield a static
process, i.e. (3 + 7 : 1 + 3) = (10 : 4).

Moreover, since terms like those in Eq. (H1) no longer
contribute to (i∂tη̃), they do not create off-resonant

excitations contributing to (η̃e−iω
′
ot) that partic-

ipates in higher order mixing process, either. When con-
structing diagrams at higher order, one should should
eliminate those diagrams involving such off-resonant ex-
citations. For example, in the ordinary treatment, a term
reading

=
g6g8

−ωd/5− ω′o
Ã∗9ξ3 (H2)

will contribute to (∂Ã∗K̃) and resulting the coupling

term in the (10 : 4) process. In the treatment that in-
cludes (3 : 1) and (7 : 3) processes in the effective dynam-
ics, however, the term in Eq. (H2) does not exist either

in or because the off-resonant excitation involved

in Eq. (H2) is created by the second term in Eq. (H1)
and thus spurious.

Following the modified diagrams rules stated above, we
obtain the effective Hamiltonian in Hilbert space as:

K̂

~
=
∑
n>0

KnÂ†nÂn + Ω10,4ξ
4Â†10 + Ω3,1ξÂ†3ei

ωd
5 t

+ Ω7,3ξ
3Â†7e−i

ωd
5 t + h.c.,

(H3)

where the exact expression of each Hamiltonian param-
eter above is obtained from the computer program [20]
with the modified procedure. This effective Hamiltonian
can be further reduced to the subspace of relevant oscil-
lator states, i.e. 0th, 3rd, 7th, and 10th Fock states, and
reads
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K̂

~
=



E0 Ω∗0↔3,1e
−iωd

5 t Ω∗0↔7,3e
i
ωd
5 t Ω∗0↔10,4

Ω0↔3,1e
i
ωd
5 t E3 0 Ω∗7↔10,3e

i
ωd
5 t

Ω0↔7,3e
−iωd

5 t 0 E7 Ω∗7↔10,1e
−iωd

5 t

Ω0↔10,4 Ω7↔10,3e
−iωd

5 t Ω7↔10,1e
i
ωd
5 t E10


, (H4)

where each entry is related to the parameters in Eq. (H3)
by the relation in Eq. (112). We note that, even though
the 3rd excited state is not involved in any near-resonant
process here, it should still be included in Eq. (H4)
for consistency. Specifically, one should understand the
3rd excited state, which is off-resonantly coupled to the
ground state and 10th excited state through the (3 : 1)
and (7 : 3) processes, respectively, as an intermediate
state in the coupling between ground and 10th excited
state. This is similar to the 7th excited state, which
is off-resonantly couple to the ground state through the
(7 : 3) process and near-resonantly couple to the 10th
state through the (3 : 1) process.

Remarkably, the slow-varying effective Hamiltonian
Eq. (H4) can be further transformed into a static one

under the unitary transformation Û = exp[iωd

5 (|3〉〈3| −
|7〉〈7|)t]. The resulting effective Hamiltonian reads

K̂ ′

~
=



E0 Ω∗0↔3,1 Ω∗0↔7,3 Ω∗0↔10,4

Ω0↔3,1 E3 + ωd/5 0 Ω∗3↔10,3

Ω0↔7,3 0 E7 − ωd/5 Ω∗7↔10,1

Ω0↔10,4 Ω3↔10,3 Ω7↔10,1 E10


.

(H5)

We find the Rabi strength between the 0th and 10th
states by numerically diagonalizing Eq. (H5). In Fig. 16,
we plot the eigenenergies of Eq. (H5) as a function of
drive frequency ωd for two choices of drive strength,
specifically |ξ|2 = 0.01 in panel (a) and |ξ|2 = 0.2 in panel
(b). Besides the ground state, the eigenenegies of other
states, to leading order, linearly depend on the drive
frequency because En = nδ + O(ϕ2

zps) (c.f. Eq. (112)),
where δ = ωo − 2ωd/5. When two states are reso-
nant, the off-diagonal terms in Eq. (H5) couples them
and result in anti-crossing features. The Rabi strength
between the two states, which equals to half of size of
the anti-crossing, can then be read off from the plot
directly. Note that when the ground and 10th excited
states are resonant, the coupling between the 7th and
10th excited states through the (3 : 1) process is 0.135
GHz for |ξ|2 = 0.01. This coupling strength is compa-
rable to the energy difference between the 7th and 10th
excited states and thus the two states are strongly hy-
bridized. When the drive strength increases to |ξ|2 = 0.2,
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FIG. 16. Spectrum of Eq. (H5) as a function drive frequency
ωd for drive strength |ξ|2 = 0.01 in panel (a) and |ξ|2 = 0.2
in panel (b). The drive frequency is not rescaled by ω01 as
in other plots for easier comparison with the y-axis. Lines of
different color corresponds to the eigenenergy εn of the eigen-
state |ñ〉, where the eigenstate is index by the corresponding
Fock state it has the biggest overlap with. Each pair of oppo-
site arrows marks an anti-crossing between two eigenstates.
Specifically, the left inset in each panel plots the anticross-
ing between the ground and 7th excited state through the
(7 : 3) process, the right inset plots the anticrossing between
the ground and 10th excited state through the (10 : 4) pro-
cess, and the arrows in the main plot of each panel marks the
anticrossing between the 7th and 10th excited states through
the (3 : 1) process. The Rabi strength ΩR

n↔q,p between the
corresponding Fock states resulting from the (q : p) process is
half of the anti-crossing size.

as shown in Fig. 16 (b), the coupling between the 7th and
10th excited states is 0.59 GHz, which is comparable to
the energy difference between the two states in the drive
frequency window ωd/2π ∈ [11.5 GHz, 13.5 GHz] consid-
ered here. We therefore can interpret that, in this region
of the drive parameter space, the 7th and 10th excited
states form a hydribized island in the state space, which
is the onset of quantum confusion.
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(a)

(b)

Floquet numerics
Eq. E5

Eq. 80

(7:3)
(10:4)

(10:4)

(7:3)
(13:5)

0.0 0.1 0.2 0.3 0.4 0.5

FIG. 17. Comparison between the exact Floquet numerics
with Eq. (H5) (same as Eq. (116)), the effective Hamiltonian
that captures (3 : 1), (7 : 3), (10 : 4) processes simultaneously,
and Eq. (111), the effective Hamiltonian from the ordinary
treatment that only captures (10 : 4) or (7 : 3) process one
at a time. Panle (a): the Rabi strength for the (7 : 3) and
(10 : 4) process as a function of drive strength |ξ|2. The
dots are obtained from the Floquet numerics similar to the
one shown in Fig. 5. The solid line is obtained from numer-
ical diagonalization of Eq. (H5) similar to the one shown in
Fig. 16. The dash line corresponds to the value of Ω0↔q,p

in Eq. (111). The dots and solid lines are the same as those
in Fig. 6. Panel (b): the location of the resonances in the
drive parameter space. The heat map, which is a subsection
of Fig. 7 (b), plots the excitation possibility out of the ground
state P0→. Each excitation line in the heat map corresponds
to a resonance process labeled by (q : p) next to it. The solid
lines are obtained from numerical diagonalization of Eq. (H5)
like shown in Fig. 16, in which two particular drive strengths
are analyzed. The solid lines correspond to the center of the
corresponding resonance lines in Fig. 7 (a). The dashed lines
are obtained from Eq. (111), where the resonance condition
corresponds to the drive parameters that give E0 = E0.

In Fig. 17, we compare the Floquet numerical re-
sults with the analytical results from Eq. (H5) (same
as Eq. (116)), the effective Hamiltonian that captures
(3 : 1), (7 : 3), (10 : 4) processes simultaneously, and
from Eq. (111), the effective Hamiltonian from the or-
dinary treatment that only captures (10 : 4) or (7 : 3)
process one at a time. Specifically, panel (a) plots the
Rabi strength as a function of drive strength, and panel
(b) plots the locations of the multiphoton resonances.
For the (10 : 4) resonance (in yellow), Eq. (H5) gives re-
sults closer to the exact Floquet result on both the Rabi
strength and the resonance location. For the (7 : 3) reso-
nance (in purple), Eq. (H5) only marginally modifies the
Rabi strength predicted by Eq. (111). This is because

that, on top of the direct coupling between the ground
and 7th excited state induced by Ω0↔7,3 ∼ O(ϕ8

zps),
Eq. (H5) modifies Eq. (111) by including only a higher
order process — a cascaded coupling the ground and 7th
excited state through the coupling between the ground
and 10th excited state, induced by Ω0↔10,4 ∼ O(ϕ12

zps)
in Eq. (H5), and that between the 10th and 7th excited
states, induced by Ω7↔10,1 ∼ O(ϕ2

zps) in Eq. (H5). We
further note that, in Fig. 17 (b), the locations of the
(7 : 3) resonance predicted from Eqs. (111) and (H5)
both deviate considerably from the Floquet result when
|ξ|2 increases. This is because, at large drive strength,
the 7th excited states also near-resonantly couple to the
13th excited state through a (6 : 2) process. We expect
to find better agreement on the resonance location of the
(7 : 3) process if Eq. (H5) is expanded to include the
13th excited states and its associated interaction with
other pertinent states.

Lastly, we note that, in Figs. 6 and 7, the (9 : 5) and
(11 : 5) resonances also coexist with other resonances.
Specifically, the (9 : 5) resonance coexists two other res-
onances — the (5 : 3) resonance, through which the
ground and 5th excited state are coupled, and the (4 : 2)
resonance, through which the 5th and 9th excited states
are coupled. The (11 : 5) resonance coexists with four
other resonances — the (8 : 4) resonance, through which
the ground and 8th excited state are coupled, the (3 : 1)
resonance, through which the 8th and 11th excited states
are coupled, the (4 : 2) resonance, through which the
ground and 4th excited state are coupled, and the (7 : 3)
resonance, through which the 4th and 11th excited states
are coupled. In the results shown in Figs. 6 and 7, the
(9 : 5) and (11 : 5) resonances are treated in a similar way
as the (10 : 4) process illustrated above. Moreover, this
general procedure of constructing slow-varying effective
Hamiltonian can be employed to include more resonances
at the same time and thus extend the applicability of
the diagrammatic method to deeper quantum diffusion
regime.

Appendix I: Floquet Numerical Diagonalization

In this section, we briefly review the Floquet for-
malism [65–67], which we have used to numerically
compute dynamics of driven Josephson circuits in Sec-
tions VI C and VI D. According to Floquet theory,
the time-dependent Schrödinger equation Ĥ(t)Ψ(t) =
i~ ∂
∂tΨ(t) is satisfied by Floquet states

Ψm(t) = e−iε
F
mt/~Φm(t) (I1)

where εFm is called quasienergy, and Φm(t) = Φm(t+T ) is
called Floquet mode, which is periodic in time with the
same periodicity as Ĥ(t). With this relation, the time-
dependent Schrödinger equation reduces to an eigenvalue
equation:

(Ĥ(t)− i~∂t)Φm(t) = εmΦm(t) (I2)
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It can be seen that, at any time t, the above equa-
tion holds and the quasienergy structure of the system
is invariant. In this sense, Floquet theorem tranforms
a time-dependent problem to a quasi-stationary one, i.e.
the quasienergies are time-independent while the Floquet
modes are oscillating period T . Moreover, Floquet states
form a complete basis of the Hilbert space of the driven
system, while each Floquet state Ψm(t) can be mapped
from a set of Floquet modes

Φm,k(t) = Φm(t)eikωdt, k ∈ Z (I3)

namely, Ψm(t) = e−iε
F
mt/~Φm(t) = e−iε

F
m,kt/~Φm,k(t)

where εm,k = εm+k~ωd is the corresponding quasienergy.
A Floquet state is analogous to a Bloch state [68],

which sees a periodic potential in space and whose quasi-
momentum lives in a Brillouin zone. Analogously, a Flo-
quet state sees a periodic potential in time, in whose
conjugate space the quasienergy εFm,k lives in a Brillouin
zone with width of ~ωd, where k denotes the index of the
Brillouin zone. To capture the interaction between dif-
ferent Floquet states, it is sufficient to study the states
in the reduced Brillouin zone, in which the quasienergy
is defined modulo ~ωd, i.e. εFm = εFm,k mod ~ωd.

Floquet modes and quasienergies are related to the
propagator by the relation:

Û(0, T )Φm(0) = e−iε
F
mT/~Φm(0) (I4)

where Û(0, t) is the propagator of Ĥ(t). This relation
gives a numerical recipe to implement Floquet theo-
rem by numerically diagonalizing Û(0, T ) to find εFm and
Φm(0). This is saying that, by diagonalizing the propaga-
tor at one particular time T , it is sufficient to obtain the
energy structure of the system. If needed, one can fur-
ther calculate Floquet mode at an arbitrary time t with

the relation Φm(t) = eiε
F
mt/~Û(0, t)Φm(0). We use the

python package Quantum Toolbox in Python (QuTiP)
to implement the above procedures.

Appendix J: Estimated Transmon States Under
Displacement and Excitation Possibility

In Section VI C, we analyzed multiphoton resonances
in a driven transmon. To characterize the landscape of
the resonances in the drive parameter space, Figs. 7 and 8
have plotted the excitation probability from the ground
and first excited states respectively defined as

P0→ = 1− |〈0̃F|0̃t〉|, P1→ = 1− |〈1̃F|1̃t〉|, (J1)

where |0̃F〉, |1̃F〉 are the Floquet modes associated with
the transmon driven ground and first excited state, and
|0̃t〉, |1̃t〉 are the approximated driven ground and first ex-
cited state of the transmon. In this section, we detail the
computation of |0̃t〉, |1̃t〉 and the state index assignment
of |0̃F〉, |1̃F〉.

To properly define |0̃t〉, |1̃t〉 and thus P0→, P1→, we as-
sume that the qubit manifold of the transmon is not
highly hybridized with other states for most of the in-
terested region in the drive parameter space — in other
words, the driven transmon is not deep in the quan-
tum diffusion regime. Under this assumption, the driven
ground state, to leading order, is a displaced ground state
with αlin(t) = iΩd

2 [e−iωdt/(ωd − ωo) + eiωdt/(ωd + ωo)]
as defined by Eq. (C4), where drive strength ξ is re-
lated to Ωd by ξ = iΩdωd

ω2
d−ω2

o
. To verify this assumption,

in Fig. 18, we plot the wavefunction of |0̃F〉 in ϕ as a
function of drive strength. For now, |0̃F〉 at a partic-
ular set of drive parameters can be understood as the
Floquet mode Φm(t = 0) (c.f. Eq. (I2)) of the Hamilto-
nian Eq. (105) that has the largest overlap with the un-
driven transmon ground state |0t〉; its formal definition
will be discussed soon. The drive frequency in Fig. 18 is
chosen to be ωd/2π = 8.97 GHz and the drive strength
to be |ξ|2 ∈ [0, 1], which are the same as those chosen
in Fig. 5. As shown in Fig. 18 (a), for most choices of
|ξ|2, the ground Floquet mode 〈0̃F|ϕ〉 is centered around
ϕ = 0 with a Gaussian-like distribution, where |ϕ〉 is the
phase state. In particular, as shown in Fig. 18 (d), when
the drive strength is |ξ|2 = 0, |0̃F〉 is just the undriven
ground state |0t〉. With the drive strength increasing, as
examplified in Fig. 18 (e) and (f) for |ξ|2 = 0.5, 1.0, the
Floquet mode 〈0̃F|ϕ〉 is still centered around ϕ = 0 but
has increasing imaginary component. This indicates that
|0̃F〉 is displaced in the charge degree of momentum N̂ ,
which is consistent with the phase of the linear response
αlin(t) that is purely imaginary at t = 0.

Our goal is to construct an approximated state |0̃t〉
that captures the displacing effect on the transmon
ground state due to the drive but ignore other effects
such as multiphoton-resonance. To do this, similar to
Fig. 18 (a), we perform Floquet numerical diagonal-
ization at other 125 drive frequencies evenly spaced in
ωd/2π ∈ [6.9 GHz, 13 GHz], and for each drive frequency
we sample 100 drive strength points in |ξ|2 ∈ [0, 1]. This
range is the same as that in Fig. 7. Afterwards, we obtain
|0̃F〉, at each given set of drive parameters, by finding the
Floquet mode with largest overlap with |0t〉. For those
Floquet mode with |〈0̃F|0t〉| > 0.8, we fit them with an
approximated state |0̃t〉, which can be understood as a
displaced transmon ground state as a function of drive
frequency ωd and drive strength ξ. In particular, we de-
compose |0̃t〉 in the undriven transmon eigenbasis and fit
each component as a function of ωd, ξ:

〈0̃t(ωd, ξ)|kt〉 =
∑

j≥0,l≥0

Ck,j,lω
j
dξ
l, (J2)

where |kt〉 is the k-th state of the undriven transmon and
Ck,j,l’s are the fitted parameters.

In Fig. 19, we compare the fitted state |0̃t〉 with the
actual Floquet mode |0̃F〉. In particular, in panels (a)-(f),
we choose drive parameters ωd/2π = 8.97 GHz and |ξ|2 ∈
[0, 1], which are the same as those in Figs. 5 and 18, and
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(j) (k) (l)

abs ImRe

FIG. 18. Wave function of Floquet mode |0̃F〉, as defined in Eq. (J3), for a driven transmon governed by Eq. (105). The
transmon and drive are of the same parameters as those in Fig. 5, specifically EJ/h = 30 GHz, EC/h = 0.15 GHz, Ng = 0,
ωd/2π = 8.97 GHz, and |ξ|2 ∈ [0, 1]. Panel (a)-(c): wave function of |0̃F〉 in ϕ coordinate as a function of |ξ|2. Panel (b) and
(c) are zoom-ins of (a) around the (9 : 5) and (5 : 3) multiphoton resonances, respectively. Blue lines, labeled by the y-axis
on the right, are P0→ the transition probability out of ground state as defined in Eq. (J1). Panel (d)-(l): wave function at
specific choices of |ξ|2 as marked by the arrows in (a)-(c). Orange, green, and red lines are respectively the absolute value, real
part, and imaginary part of the wave function. Panel (d)-(f) correspond to the three blue arrows in (a) at |ξ| = 0, 0.5, and 1.
The wave functions are Gaussian-like functions and representational for most choices of |ξ|2 in (a). With |ξ|2 increasing, the
imaginary parts of these wave functions increase, which correspond to a displacement in the charge coordinate that is conjugate
to ϕ. Panel (g)-(i) plot the wave function of |ξ|2 = 0.4103, 0.4107, and 0.411 as indicated by the red arrows in (b). These wave
functions correspond to hybridization of the ground and 9th excited states due to the (9 : 5) multiphoton resonance. Panel
(j)-(l) plot the wave function of |ξ|2 = 0.566, 0.5679, and 0.57 as indicated by the red arrows in (c). These wave functions
correspond to hybridization of the ground and 5th excited states due to the (5 : 3) multiphoton resonance.

plot the overlap between |0̃t〉 and the first six eigenstates
of the undriven transmon. The fitted state |0̃t〉 agrees
well with the Floquet modes |0̃F〉 for most drive strengths
except around the two dashed lines. These two dashed
lines corresponds to the (9 : 5) resonances and (5 : 3)
resonances as shown in Figs. 5 and 18 (b), and (g)-(i). We
comment on them later. In panel (g)-(l), we choose drive
parameters ωd/2π ∈ [6.9 GHz, 13 GHz] and |ξ|2 = 0.5.
The fitted state |0̃t〉 agrees well with the Floquet modes
|0̃F〉 for most drive strengths except around the three
dashed lines. These lines, from left to right, correspond
to the (5 : 3), (4 : 2) and (7 : 3) resonances (see Fig. 7).

With the approximated ground state |0̃t〉 computed,

we formally define |0̃F〉, at a specific choice of drive pa-
rameters, as

|0̃F〉 = arg min
|Φm(t=0)〉

|〈Φm(t = 0)|0̃t〉|, (J3)

where |Φm(t)〉 is the Floquet mode of the Hamiltonian
Eq. (105). The excitation probability from the ground
state P0→ = 1− |〈0̃F|0̃t〉|2 is then inferred by how much
the Floquet mode |0̃F〉 is hybridized with states outside
the displaced transmon ground state. For instances, in
Fig. 18 (b) and (c), we plot |〈0̃F|ϕ〉| in the window of |ξ|2
that the ground state is on resonance with the 9th excited
state through a (9 : 5) process and with the 5th excited
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FIG. 19. Decomposition of the driven ground states of
the transmon analyzed in Fig. 18 in the basis of eigenstates
{|kt〉|t ≥ 0} of the undriven transmon described by Hamilto-
nian Eq. (105) with Ed = 0. The contribution from k ≥ 6
states are not shown here as they are negligible. Blue dots
correspond to the Floquet modes |0̃F〉, as defined by Eq. (J3),
associated with the transmon ground state. Here only the
Floquet modes with 〈0̃F|00〉 are shown. The orange lines cor-
respond to the approximated driven ground state |0̃t〉 as de-
fined in Eq. (J2), which fits the blue dots in the (ωd, ξ) drive
parameter space. Panel (a)-(f): decomposition of the ground
state for ωd/2π = 8.97 GHz and varying |ξ|2. The drive pa-
rameters are the same as those in Figs. 5 and 18. The dashed
lines, from left to right, mark the center of (9 : 5) and (5 : 3)
multiphoton resonances. Panel (g)-(l):decomposition of the
ground state for |ξ|2 = 0.5 and varying ωd. The dashed lines,
from left to right, mark the center of (5 : 3), (4 : 2), and (7 : 3)
multiphoton resonances.

state through a (5 : 3) process, respectively. In stead
of a Gaussian-like function, the Floquet mode |〈0̃F|ϕ〉|
shows more nodes and indicates the hybridization with
the higher excited states. The blue lines in Fig. 18 (b)
and (c) shows P0→ as a function of |ξ|2. It can be seen
that, when away from the resonances, the Floquet mode
|0̃F〉 is approximately a displaced ground state and thus
P0→ is around zero. When the ground state is exactly on
resonances with the 9th or the 5th excited states, P0→ =
0.5 indicates the maximum hybridization of the ground
state and the corresponding excited state.

In Fig. 8 (a), we also plot P0→ in the extended drive
parameter space with |ξ|2 larger than those considered
in Figs. 18 and 19. This requires to compute |0̃t〉 in this
extended parameter space in an iterative manner. In
particular, as in Fig. 19, we first identify a set of Floquet
modes |0̃F〉 associated with the transmon ground state in
the smaller range of |ξ|2 by selecting those Floquet modes
having overlap with undriven transmon state |0t〉 larger
than 0.8. By fitting these Floquet modes as Eq. (J2), we

obtain |0̃t〉 at the first iteration. Then we consider the |ξ|2
with larger value and, following Eq. (J3), identify a larger
set of Floquet modes |0̃F〉 associated with the transmon
ground state to be fitted. This iterative procedure allows
to compute |0̃t〉 to large drive strength until the driven
ground state enters the quantum diffusion regime. The
approximated first excited state |1̃t〉, which is used to
obtained P0→ = 1− |〈1̃F|1̃t〉|2 in Fig. 8 (b), is computed
in a similar manner and for brevity we suppress its detail
calculation here.

Appendix K: Duffing Equation and Duffing
Bifurcation

The most general form of Duffing equation containing
the 3rd and 4th rank nonlinearities is

d2
t x̃
′ + γdtx̃

′ + x̃′ + c′3x̃
′2 + c′4x̃

′3 = f(e−iνt + eiνt),
(K1)

where x̃′ is the position coordinate of the Duffing oscilla-
tor, c′3, c

′
4 are the 3rd and 4th rank nonlinearities, γ is the

damping rate, and f the drive amplitude. These parame-
ters specifying a Duffing oscillator can be further reduced
by introducing x̃ = x̃′/f , c3 = fc′3, and c3 → f2c′4. With
these rescaled quantities, Eq. (K1) transforms to

d2
t x̃+ γdtx̃+ x̃+ c3x̃

2 + c4x̃
3 = e−iνt + eiνt, (K2)

which is just Eq. (124), the Duffing equation we analyzed
in Section VI E. In other words, the drive amplitude f in
Eq. (K1) is effectively an extra knob to control the non-
linearities in the Duffing oscillator and can be absorbed
into the latter.

In Section VI E, we have discussed the general ultra-
subharmonic bifurcation process when the drive is in the
vicinity of q/p. However, for the specific case of (q :
p) = (1 : 1), or the Duffing bifurcation [21, 63], we use a
modified quantum harmonic balance method, which we
outline in this section.

Similar to the treatment in Appendix C, we first trans-
form Eq. (K2) into a rotating frame by x̃ → x̃ cos(νt) +
dtx̃ sin(νt). In the new frame, Eq. (K2) can be re-
expressed in the bosonic coordinate as

dtã =− i(δ − iγ

2
)ã− ieiνt

∑
m=3,4

gm

(
ãe−iνt + ã∗eiνt

)m−1

− i

2
eiνt(e−iνt + eiνt), (K3)

where ã = (x̃ + idtx̃)/2 is the complex coordinate
satisfying the canonical relation {ã, ã∗}ã,ã∗ = 1, and

{f̃ , g̃}ã,ã∗ = −i∂ãf̃∂ã∗ g̃+i∂ãf̃∂ã∗ g̃ is the Poisson bracket
defined over the phase space (ã, ã∗). The parameter
δ = 1− ν is the detuning between the natural frequency
of the oscillator and the drive frequency, and gm = cm/2
is the rescaled nonlinearity. Here we also symmetrzied
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the damping to both the position and momentum coor-
dinate, which is a valid approximation for γ � 1.

Written as it is, Eq. (K3) can be identified as a Hamil-

ton equation of motion ˙̃a = −{H̃, ã}ã,ã∗ with the corre-
sponding Hamiltonian being

H̃(t) =(δ − iγ
2

)ã∗ã+
∑
m=3,4

gm
m

(
ãe−iνt + ã∗eiνt

)m
+

1

2

(
ãe−iνt + ã∗eiνt

) (
e−iνt + eiνt

)
. (K4)

In the general case of (q : p) 6= (1 : 1), as discussed
in Appendix C, we often further transform Eq. (K4) to
the linear response of the oscillator to the drive and ar-
rive at Eq. (127). In the case of (1 : 1) bifurcation here,
however, the drive term 1

2

(
ãe−iνt + ã∗eiνt

) (
e−iνt + eiνt

)
itself contains static component, this transformation
should be modified as ã→ ã− 1

2(ν+1)e
iνt and the trans-

formed Hamiltonian reads

H̃(t) = (δ − iγ
2

)ã∗ã+
∑
m=3,4

gm
m

(
ãe−iνt + ã∗eiνt

+ ξe−iνt + ξ∗eiνt
)m

+
1

2
(ã+ ã∗),

(K5)

where ξ = − 1
2(ν+1)e

−iνt. Eq. (K5) is of the same form of

Eq. (127) but with an additional term (ã+ ã∗)/2. Taking
this equation as the starting point of our diagrammatic
analysis, we follow the same treatment discussed in Sec-
tion VI E and obtain the equation governing the steady
state of (1 : 1) bifurcation as:

(2K2ρ+ ∆)2 +
γ2

4
+O(g2

4) = ρ−1, (K6)

where ρ = |As|2, |As| is the steady state of the bosonic
coordinate in the effective frame, and K2 is the energy
dressing coefficient defined in Eq. (138). We note that
Eq. (K6) shares the same form as Eq. (140), which gov-
erns the steady state of general ultra-subharmonic bifur-
cation process (q : p) 6= (1 : 1). The domain diagram in
Fig. 13 (a) is also generated by Eq. (K6).
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time renormalization of driven weakly anharmonic super-
conducting qubits. II. the readout problem, Phys. Rev.
B 101, 134510 (2020).

[38] L. C. Crispino, A. Higuchi, and G. E. Matsas, The Unruh
effect and its applications, Reviews of Modern Physics
80, 787 (2008).

[39] J. Venkatraman, X. Xiao, R. G. Cortiñas, and M. H. De-
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