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Parametric gates and processes engi-
neered from the perspective of the static
effective Hamiltonian of a driven system
are central to quantum technology. How-
ever, the perturbative expansions used to
derive static effective models may not be
able to efficiently capture all the relevant
physics of the original system. In this
work, we investigate the conditions for the
validity of the usual low-order static effec-
tive Hamiltonian used to describe a Kerr
oscillator under a squeezing drive. This
system is of fundamental and technologi-
cal interest. In particular, it has been used
to stabilize Schrodinger cat states, which
have applications for quantum computing.
We compare the states and energies of the
effective static Hamiltonian with the ex-
act Floquet states and quasi-energies of
the driven system and determine the pa-
rameter regime where the two descriptions
agree. Our work brings to light the physics
that is left out by ordinary static effective
treatments and that can be explored by
state-of-the-art experiments.

1 Introduction

Driven systems can present unexpected behav-
iors oftentimes without a static analog. A typ-
ical example is the Kapitza pendulum, where
a rapidly driven rigid pendulum can stabilize
against gravity by developing a minimum of po-
tential energy when pointing upward [1, 2]. In

the quantum regime, this static effective poten-
tial was proposed as a way to generate an error-
protected qubit [3] and the electronic analog
of this mechanical system was recently named
“Kapitzonium” [4]. Another example are the
Paul traps [5, 6], that use time-dependent elec-
tric fields to trap charged particles and therefore
bypass Earnshaw’s theorem, which states that a
charge distribution cannot be stabilized in a sta-
tionary equilibrium configuration via its electro-
static interactions. By changing the electric field
faster than the escaping rate of the particles, an
average confining force can be created. This idea
is at the basis of some atomic clocks and trapped-
ion quantum technologies [7, 8].

Static effective models are often used to study
driven systems, because they provide analyti-
cal expressions and simplifications to the time-
dependent problem. Many useful methods to
achieve static effective Hamiltonians have been
derived in the last century [9-13] (see [3] for a
classification), but they are not without limita-
tions. In particular, in highly nonlinear systems,
micromotion caused by the kicks of the rapidly
changing potential can feedback into the dynam-
ics and produce sizable effects associated with
nonlinear mixing and amplifications [14]. These
effects ultimately lead to regimes beyond the
scopes of the static effective Hamiltonian. Alter-
natively, when the system is periodically driven,
it can be studied numerically via Floquet theory.
The advantage is that this method can be carried
out with a minimal amount of approximations,
yet it mostly remains a numerical treatment.

In this work, we discuss to what extent the or-
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dinary static effective theory and the numerical
Floquet treatment agree. We direct our attention
to a dynamically rich system that is central to
ongoing investigations: the Kerr parametric os-
cillator. It consists of a nonlinear oscillator sub-
jected to a squeezing drive and boasts a storied
history. It has served as an exemplary instance of
a parametric oscillator [15-17], an amplifier [18-
20], a tool for stabilizing quantum information
[21-25], a framework for quantum optical tuning
[26], and more recently, as a platform to study
excited state phase transitions (ESQPTs) [27]
and tunneling [28]. The model has also been ex-
perimentally implemented with superconducting
circuits, being employed to generate Schrodinger
cat states [29, 30], analyze tunneling [31, 32], and
detect the exponential coalescence of pairs of en-
ergy levels as a function of a control parameter.
This coalescence, named “spectral kissing” [33],
is one of the features of ESQPTs. For the pa-
rameters values used, these experiments were well
described by low-order static effective Hamiltoni-
ans. However, steady experimental progress and
access to broader ranges of parameters prompt a
deeper investigation beyond this regime. In this
case, the full Floquet numerical analysis becomes
useful.

Here, we quantify the proximity of the driven
and effective descriptions of the Kerr parametric
oscillator by comparing the Floquet quasiener-
gies and Floquet states of the time-dependent
Hamiltonian with the eigenenergies and eigen-
states of the corresponding low-order effective
Hamiltonian. This is done via numerical simu-
lations covering experimentally relevant parame-
ters regimes. We find that deviations between the
two approaches become larger as the parameters
that control the nonlinear terms are increased.
This is precisely the parameter region in which
the experiments are moving toward.

Understanding the parameter region where the
effective low-order Hamiltonian, that has been
used to describe recent experiments, is valid and
reliable is of paramount importance for the de-
sign of quantum technologies, including qubits,
gates, and circuits. Analyzing when low-order
expansions may fail can point in the direction of
new physics and new possibilities for applications
in quantum information processing.

The paper is structured as follows. In
Sec. 2, we introduce the model system, the time-

dependent Hamiltonian and its corresponding
static effective approximation. In Sec. 3, we com-
pare the eigenvalues and eigenvectors of the effec-
tive Hamiltonian with the quasienergies and Flo-
quet states of the time-dependent system. This
allows us to determine the experimentally acces-
sible parameters regimes, where the two descrip-
tions agree and where they are expected to di-
verge. Conclusions are presented in Sec. 4 and
additional results are given in the appendices.

2  Model: Kerr parametric oscillator

The Hamiltonian of the driven superconducting
nonlinear oscillator — the Kerr parametric oscil-
lator — that we analyze [30, 33, 31] is analogous
to a one-dimensional asymmetric driven quan-
tum pendulum. In terms of dimensionless co-
ordinates, the Hamiltonian is given by

t
72) = woala + g—;(d +ah)? + %(d +ah)?
—iQq4(a — a') cos wat,

A

(1)

where w, is the bare frequency of the oscillator, a
(a') is the bosonic annihilation (creation) opera-
tor satisfying the commutation relation [a,af] =
1, the third and fourth order nonlinearities of the
potential energy are g3,g4 < wy, and the drive
is characterized by its strength Qg and its fre-
quency wg. Due to the cubic nonlinearity g3,
the Hamiltonian of the experimental system in
Eq. (1) deviates from that for the simple Duffing
oscillator. A )
Yo Hi)
is written in terms of the position-like X and
the momentum-like P coordinates, the zero-point
spread in the position-like degree of freedom of
the oscillator X, = v/h/(2Mw,), and the zero-
point spread in momentum P,,s = h/(2X,ps),
where M is the effective mass of the oscillator
(for the mapping to a superconducting quan-
tum system, see [34, 35]). Following the ex-
periments [30, 33, 31], we consider the condi-
tion to create parametric squeezing, that is, the
system is driven at twice its bare oscillation
frequency, wy =~ 2w,. Under this condition,
the system undergoes a period-doubling bifur-
cation [26, 21, 15, 16, 36], whose static effec-
tive description corresponds to a double-well sys-
tem [15-17, 27].

The dimensionless operator a = %(
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In Ref. [33], it was shown that the experiment
carried out with the time-dependent Hamiltonian
in Eq. (1) could be described by a low-order static
effective Hamiltonian. To compute the effective
Hamiltonian, two transformations must be ap-
plied to Eq. (1). The first one is a displace-
ment into the linear response of the oscillator,
where the effective amplitude of the displacement
is IT =~ %. The second corresponds to a change

into a rotating frame induced by %cffd, trans-
forming Eq. (1) to

m _ (sCLT(?L—F Z 9m A 7zwdt/2
h m=3 m (2)

&Tezwdt/2 + He—zwdt + H*eiwdt)m’

where § = 9! — w, < wq. This choice of frame
brings the period doubling dynamics into focus.
Note that the periodicity of Eq. (2) is two times
the periodicity of the drive (see Sec.B.I in [15] for
a discussion).

The propagator over a period T induced by
Eq. (2) is given by

O(T) = Te Jo HO& _ 38T =} HenT o~ 50)

where T is the time ordering operator, which
does not appear on the right-hand side of the
equation. The purpose of the operator S (t) =
S(t+T) is to generate a canonical transformation
to a frame where the evolution is ruled by a time-
independent Hamiltonian H.g. This provides an
important simplification. As discussed in detail
in the next section, to compare the eigenstates of
the effective Hamiltonian with the Floquet states,
we have to take into account the unitary trans-
formation,

s = e 15, (4)
where S = 5(0) = (7).

So far no approximation has been made, but
one can compute Hog and S perturbatively to
arbitrary order using a mutually recursive for-
mula developed in [3]. Following the approach
n [3, 14], one uses the zero-point spread of the
oscillator, X,,s, as the perturbation parameter
and reaches the second-order effective Hamilto-
nian [33]

= ey(a'? 4 a?) — Kal%a?, (5)

which conserves parity, [H, gf), de&] = 0. The

driving condition for the period-doubling bifur-
cation can now be better specified as wy = 2wy,
where w, = wt(lz) = w, + 394 — 20932,/3w0+
(694 +993 /wo)(2Q4/3w,)? includes the Lamb and
Stark shift to the bare frequency w,. In Eq. (5),
the Kerr nonlinearity to leading order is K =~
K® = 394 + 3 10g3 and e ~ e§2) = ggégd In
these expressmns all nonlinear corrections are
kept to order X7 (see also Secs. 28 and 29 of [2]
for explanations and derivations involving non-

linear oscillations and resonances).

The experiments in [31, 33] have measured the
spectrum up to the tenth excited state. For the
parameters ranges that have been considered, the
first ten eigenvalues of the Hamiltonian H ;2{) in
Eq. (5) match the experimental results for the

driven systems.

In what follows, we study the limits of appli-
cability of the low-order static effective theory
for a wide range of parameters of experimental
interest. Various combinations of the native pa-
rameters g3 and g4 in Eq. (1) can yield the same
emergent effective Kerr nonlinearity K, yet the
effective Hamiltonian in Eq. (5) is not equally
good for all choices. This analysis is important
for applications in quantum computing, where
the Kerr nonlinearity needs to be much larger
than the decoherence rate of the driven system
[36—38] to allow for the realization of several gates
before the loss of coherence. The ability to en-
gineer the correct static effective spectrum for
the highly excited states of the driven nonlin-
ear oscillator is also paramount for applications
in quantum computing based on Kerr-cat qubits,
because the autonomous error-protecting prop-
erties of the qubit encoded in the bifurcated os-
cillator depend strongly on the dynamics of the
excited states [33, 31, 39, 40].

Going beyond Eq. (5), we write down in ap-
pendix A the fourth-order static effective Hamil-
tonian. In appendix B, we extend the compari-
son between the time-dependent Hamiltonian in
Eq. (2) and the effective model in Eq. (5), which
is developed in the main text, to include also
the fourth- and sixth-order effective Hamiltoni-
ans. The results are qualitatively similar even
though the high-order static effective expansion
does not necessarily account for all nonlinear
resonances caused by neglecting counter-rotating
terms present in the time-dependent problem.
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3  Spectra of the Floquet and of the
Effective Hamiltonian

We start this section by comparing the solutions
of the time-dependent system described by the
periodically driven Hamiltonian #(¢) in Eq. (2)
with those of the effective Hamiltonian H é?f) in
Eq. (5). The time-dependent oscillator in Eq. (2)
relies on five parameters: w,, g3, g4, wg and 4.
From now on, we set w, = h = 1.

We denote the eigenstates and eigenvalues of
H e(? as |[¢r) and E}, and its ground-state energy
as Ey. The driven system is described by the
Floquet states [41],

[Ui(t)) = e (t)),

where |¢x(t)) = |¢r(t+T1")) are the Floquet modes
and ey, are the Floquet quasienergies. Due to the
period doubling bifurcation, instead of using T' =
Ty = 27 /wg as usually done in Floquet theory, we
take the period T to be twice the period of the
drive Ty, that is T' = 21,. Therefore, our Floquet
modes are the eigenstates of the time-evolution
operator (Floquet operator) after two periods of
the drive,

U(T)|pr) = e~ |gn),

and the quasienergies are obtained by diagonaliz-
ing U(T). The quasienergies are uniquely defined
modulo fwg/2 = 2mh/T, that is,

er € [0, hwg/2].

3.1 Quasienergies vs Eigenvalues

In the top panel of Fig. 1, we show the ex-
citation energies £ = FE — Ey (black lines)

of fIé? as a function of the control parame-
ter €2/ K and compare them with the quasiener-
gies (orange lines) computed with respect to the
“ground-state quasienergy” (see explanation be-
low), & = € — 9. To be able to compare E
and & properly, we plot £ = (E — Ey)/K and
€ = [(e — e9) mod (wy/2)]/K. For this figure,
we chose the value of the nonlinearities to be
g3/we = 0.00075, g4/w, = 1.27x 1077, and there-
fore K/w, = 1.685 x 1076, In what follows, we
consider g4 > 0, which allows for studying a wide
range of values of K with possible interesting ap-
plications [42, 20, 3]. The case g4 < 0 is briefly
explored in appendix B.
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Figure 1: Top panel: (Rescaled) Excitation energies

E = (E — Ey)/K (black lines) of ﬁé? in Eq. (5) and
quasienergies € = [(¢ — g9) mod (wg/2)] (orange) of
H(t) in Eq. (2) as a function of the control parameter
€2/ K. Panels (i)-(vi): Wigner functions of the Floquet
states corresponding to the quasienergies at the cross
symbols x in the top panel for ea/K = 13 and & equal
to (i) 0, (ii) 51.25, (iii) 97.9, (iv) 170.1 (v) 251.74, and
(vi) 364.76. States (i)-(iii) lie below the ESQPT and
state (iv) is at the ESQPT critical energy for ea/K =
13. Panels (vii)-(xii): Wigner functions of the Floquet
states corresponding to the circle symbols o in the top
panel for quasienergy & and e3/K equal to (vii) 2.19,
(viii) 4.38, (ix) 8.76, (x) 10.96, (xi) 19.73, and (xii)
35.1. All panels: Basis size N = 200, g3/w, = 0.00075,
ga/wo = 1.27 x 1077, and K/w, = 1.685 x 1076, In
the Wigner functions, red corresponds to positive values
and blue corresponds to negative values.

To determine what we call ground-state
quasienergy €g, we use the method developed in
[43] to follow the eigenstates with definite local-
ization properties. We first determine the ground
state [Vo),, /o of the Hamiltonian in Eq. (2)
with Q4 = 0. We then turn on the drive with a
small increment 6€); that results in an increase
d(ea/K) of the control parameter. To determine
the new Floquet ground state, ’\IIO>6(62/K)7 we
search for the Floquet state that has the largest
overlap with [Wo),, /x_o. We then use [Wo)s ., /)
to find |Wo)ys(, k). The procedure is repeated
each time the drive amplitude is increased so that
the Floquet ground state is recursively updated.

For the small values of g3 and g4 considered in
Fig. 1, H éfzf) accurately describes the spectrum of
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H(t). As the control parameter e/K increases,
successive spacings between two adjacent levels,
each level belonging to different parity sector, get
exponentially small. This “spectral kissing” [33]
is a precursor of an ESQPT [27]. The energy
where the levels merge together is the critical en-
ergy of the ESQPT, which grows quadratically
with e2/K. The coalescence of the energies is ac-
companied by the clustering of the energy levels
and the consequent divergence of the density of
states at the ESQPT critical energy [27].

In Figs. 1(i)-(xii), we show the Wigner func-
tions for the Floquet states. They are visually
indistinguishable from the corresponding eigen-
states of H, é? in this regime (see below).

The behavior of the states below and above
the ESQPT is markedly different. Below the ES-
QPT, the system is represented by a double well
and the states exhibit a cat-like structure that
can be used in quantum information processing
[44]. This structure is revealed in Figs. 1(i)-(iii)
by the Wigner functions of three Floquet states
of H(t) that show two ellipses (one on the ex-
treme left and the other on the extreme right of
each panel) located at the minima of the effec-
tive double well, and in between them, centered
at ¢ = 0, we see the interference fringes. The
state shown in Fig. 1(iv) is at the ESQPT crit-
ical energy, being highly localized at the Fock
state |0), which translates into a state concen-
trated at the origin of the classical phase space,
where there is an unstable hyperbolic point [27].
The Wigner function of this state in Fig. 1(iv)
is visibly localized along the separatrix (classical
stable and unstable manifolds). Above the ES-
QPT, as the energy increases, the Floquet states
approach the eigenstates of a harmonic potential,
as seen in Figs. 1(v)-(vi).

In Figs. 1(vii)-(xii), we show the Wigner func-
tions of the Floquet state with quasienergy &g
for different values of ea/K. They are marked
with circles in the top panel of Fig. 1. For the
value of €2/ K in Fig. 1(vii), this Floquet state is
above the ESQPT and resembles an eigenstate of
a harmonic potential, but for the values of e/ K
in Figs. 1(x)-(xii), the state is below the ESQPT
and turns into a cat-state like.

In Fig. 2, we continue our comparison of the
quasienergies (orange lines) of the driven Hamil-
tonian in Eq. (2) with the eigenenergies (black

lines) of the effective Hamiltonian A é? in Eq. (5).
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Figure 2: Top row (a)-(d): Excitation energies £ =
E—Ey (black lines) of ﬁé? in Eq. (5) and quasienergies
£ = ¢ — £¢ (orange) of H(t) in Eq. (2) as a function
of the control parameter e3/K. The gray dots in (c)-
(d) correspond to Floquet states that have, respectively,
(plata|p) > 28,20. Bottom row (a)-(d): (E|afa|E)
(black circles) [(¢|afa|p) (orange circles)] as a function
of E [¢] for e3/K = 20. The nonlinearity strengths
(g3, 94) are (2x107°,8 x 107°) for (a); (0.00075, 1.27 x
10~7) for (b); (0.015,10~7) for (c); and (0.02,10~7) for
(d). Basis size is N = 200

However, for a good visual comparison between
¢ and F, we distinguish the quasienergies for the
states associated with a small mean number of
photons (¢|afa|¢) (orange) — smaller than some
maximum value that is set differently depending
on g3 and g4 — with those that have a large mean
number of photons (gray). The values of g3 and
g4 considered lie within reach of current experi-
mental setups. In the Fig. 2(a) of the top row,
the choices of g3 and g4 lead to K < 0, while the
Figs. 2(b)-(d) of the top row have K > 0. Notice
that the Fig. 2(b) of the top row is the same as
Fig. 1 and it exhibits almost perfect coincidence
between E and &. This panel is shown here again
for a good comparison with the other cases.

Spectral kissing is still observed in the Fig. 2(a)
of the top row, despite the negative value of the
Kerr amplitude K, but the agreement between E
and £ deteriorates for the larger values of e/ K
in the Figs. 2(c)-(d) of the top row. For these
two panels, in addition to the reduced agreement
between the spectrum of H. e(? (black lines) and
part of the quasienergies of ’;Q(t) (orange points),
we also show with gray points the quasienergies
that have no relationship with E. These are the
quasienergies that are folded to the first Brillouin
zone. Since the quasienergies are defined modulo
hwq/2, after folding them to the first Brillouin
zone, they get clustered, as seen with those gray
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points. This issue becomes more evident in the
Figs. 2(c)-(d) of the top row, where g3 is larger
than in the Fig. 2(b) of the top row.

In addition to the spectral kissing and the di-
vergence of the density of states, the presence
of an ESQPT is also characterized by a discon-
tinuity in some observables at the ESQPT en-
ergy [27, 45]. This can be seen in the bottom
row of Fig. 2, where we show the average num-
ber of photons for each excited state as a function
of the rescaled excitation energy (quasienergy)
E (&) for e3/K = 20 for the same nonlinearities
used in the top row of Fig. 2. The sudden drop
in the values of (p|afa|¢) at the ESQPT critical
energy is visible in Figs. 2(a)-(b) of the bottom
row. This becomes less evident in the Fig. 2(d)
of the bottom row, reflecting the weaker agree-
ment between eigenvalues and quasienergies in
the Fig. 2(d) of the top row.

3.2 Floquet States vs Eigenstates

A deeper comparison between the driven sys-
tem and its corresponding effective model can be
achieved through the analysis of the structure of
the Floquet states of #H(t) and the eigenstates of

A e(f2f)' Due to the importance of the cat-like states
for quantum information processing, we concen-
trate our analysis on the states that lie below the
ESQPT.

To quantify the proximity of an eigenstate | Ey,)
of the effective Hamiltonian to a Floquet state,
we use the inverse participation ratio (IPR),
which is a measure of the level of delocaliza-
tion of quantum states (see [46] and references
therein). Here, we define the IPR of state |Ey) as
Iy =3%; la;|*, where a; are the coefficients given
by the expansion of the eigenstate in the basis
of the Floquet modes, that is, [Ex) = 37, aj|¢;).
The IPR ranges from 1/N for a completely delo-
calized state in the given basis (/V is the number
of basis states) to 1 for a state that is completely
localized in a single basis state.

There is, however, one further aspect that
needs to be taken into account. According to
Eq. (3), the Floquet modes |¢;) and the effec-
tive Hamiltonian eigenstates |Fj) live in differ-
ent reference frames separated by S. To be able
to compare them in the same frame, we need to

compute the IPR defined as

Te =3 l(o510s|Bx)[*. (6)

In addition to Zj, the other quantity that we use
as a figure of merit is the average

1 &
T:— 1.7 7
nb,;k (7)

where n, ~ 2-% is the number of states of the
effective Hamiltonian below the energy of the ES-
QPT (Ej < €2/K) obtained in [27, 36].

In the left panel of Fig. 3, we show Z (colored
lines) as a function of e3/K for each eigenstate

of f[éé) with energy below the ESQPT. The pa-
rameters are the same as in Fig. 2(c). One sees
that as F (black lines) and & (orange points)
distant themselves in the Fig. 2(c) of the top
row, Z decreases significantly in the left panel
of Fig. 3. This separation between the spectrum
of the driven system and of the effective model is
more visible for larger values of the control pa-
rameter e/K and for larger energies. In this
region, higher orders of the effective Hamiltonian
are needed to get better agreement.

In the two columns of panels in the middle of
Fig. 3, we have a closer look at the structure of
two selected states, which are marked with a cir-
cle (at eo/K = 10) and a square (at ea/K = 30)
in the left panel of Fig. 3. The left column
of panels is for Wigner function of the state at
ea/K = 10 and the right column for the state
at eo/K = 30. The top panels of the columns
give the Wigner function for the Floquet state,
the middle panels are for the Floquet state after
the Ug transformation, and the bottom panels for

the eigenstate of H é?. After the U g transforma-
tion, the Floquet states approach the eigenstates
of H éfgf).

In the right panel of Fig. 3, we show the aver-
age 7T for the states below the ESQPT as a func-
tion of e/ K. For small €3/ K, reflecting the left
panel of Fig. 3, Z ~ 1. As e3/K increases, the
Floquet states and eigenstates drift apart, more
excited states fall under the well (that is, np in-
creases), and Z gradually decreases.

To gain further insight into the structures of
the states and their dependence on the nonlin-
earities, we perform in Fig. 4 a systematic study
of the mean value of the IPR, defined in Eq. (7),
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Figure 3: Left panel: Same as the Fig. 2(c) in the top of row, but showing also with a gradient of colors the inverse
participation ratio, Z, of each eigenstate below the ESQPT. The circle and the square symbols mark the state at
e2/K = 10 and e3/K = 30, respectively. Middle of the figure: Left (Right) column gives the Wigner functions for
the state marked with a circle (square) on the left panel for the spectrum; top panel in the column corresponds to
the Floquet state, middle panel in the column corresponds to the Floquet state after the Us transformation, and

bottom panel in the column corresponds to the eigenstate of Fléfzf). Right panel: Average IPR, Z, for the eigenstates
below the ESQPT using Egs. (6)-(7). All panels: Basis size N = 200 , g3/w, = 0.015 and g4/w, = 1077.

as a function of g3 and g4. In the top panel of Fig.
4, e/ K = 10, in the bottom panel, e5/K = 30,
and the thick white line in both panels marks the
values of g3 and g4 that lead to K = 0. We ob-
serve that there is a yellow region around K = 0,
where Z & 1, which indicates that the eigenstates
of H é? describe very well the Floquet states of
the driven Hamiltonian in Eq. (2).

Comparing the top and bottom panels of
Fig. 4, we see that the yellow region, which in-
dicates excellent agreement between eigenstates
and Floquet states, decreases as ez/K increases.
This is evident for small values of g3, where the
yellow region is bounded by a power-law curve
(dashed orange line) empirically found to be ap-
proximately g4 ~ gg/ 4 /(e2/K), and for large val-
ues of g3, where the region of low values of 7
(blue) grows to the left.

The cross symbols marked with the letters a,
b, ¢, and d in Fig. 4 correspond to the values of
g3 and g4 used, respectively, in Figs. 2(a), (b),
(c), and (d). One sees that even though the av-
erage IPR in point a, Z = 1, indicates signifi-
cant localization for e2/K = 10 in the top panel
of Fig. 4, the same point shows delocalization
(Z = 0) for e2/K = 30 in the bottom panel.
This behavior matches what is observed for the
spectrum in the Fig. 2(a) of the top row. The
correspondence with the top row of Fig. 2 holds
for the other three points b, ¢, and d. Points ¢
and d, in particular, have large values of the gs-
nonlinearity, where the agreement between eigen-
states and Floquet states are expected to break

down for large e3/K, as indeed verified in the
bottom panel of Fig. 4.

The red lines in Fig. 4 indicate constant values
of K/w,. They serve as reference for experimen-
tal designs, so that one can know for which values
of g3/w, and g4/w,, the constant K /w, is inside a
region of agreement between Floquet states and
eigenstates.

In the appendix C, we show a figure equivalent
to Fig. 4, but for g4 < 0. This is done, because
it can be important for current and future exper-
iments. In this case, one cannot reach K = 0,
but we verify that the results are very similar to
those found for g4 > 0 in Fig. 4.

The message conveyed by Fig. 4 is rich and
subtle. One could straightforwardly infer that in-
side the yellow region, where Z ~ 1 , the static ef-
fective theory describes well the Floquet system.
But this is true provided the transformation Us
is taken into account. To better understand this
point, we show in Fig. 5 the distance between Us
and the identity operator f[, defined as

A A 1 - A
d(Us, 1) = 55 IUs 1| (8)
where || - || is the trace norm.

In the regime of parameters where d(Us, ) < 1
(Fig. 5) we find that all the static effective theory
is contained within the effective Hamiltonian: the
complicated frame transformation Us away from
the (trivially displaced and rotating) lab frame is
negligibly small. In this regime, a large overlap
between eigenstates and Floquet states (Z =~ 1,
Fig. 4) is guaranteed.
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Figure 4: Average IPR, Z, computed for the eigenstates
of Héff) in the Floquet basis using Egs. (6)-(7) as a func-
tion of g3/w, and g4/w,, for ea/ K = 10 (top panel) and
€2/ K = 30 (bottom panel). The white line in both pan-
els marks K = 0 and the basis size is N = 150. The
crosses in both panels (labelled a-d in the top panel)
mark the points corresponding to the values of g3 and
g4 used, respectively, in Figs. 2(a)-(d). The red lines
in both panels are constant K lines corresponding to
K/w, = —1075, 105, 10* 1073, as indicated in the
bottom panel. The dashed orange line in both pan-
els corresponds to the empirically determined boundary

g4 = ag§/4/(62/K) with a = 0.65.

Overall, whenever the agreement between the
eigenstates of H e(? and the Floquet states is poor
(blue region in Fig. 4), d(ﬁs, ﬁ) is large in Fig. 5
(orange region). However, there are regions in
which d(US, ﬁ) is large, while Fig. 4 still suggests
good eigenstate-Floquet-state agreement. These
cases indicate that a sizable d(Ug, I) may still al-
low for a large overlap, provided the frame trans-
formation modifying the eigenstates of the effec-
tive Hamiltonian is taken into account when com-
paring them to the Floquet states. The relevant
states in the lab frame may look very different
from the eigenstates of the static effective Hamil-
tonian. That is, Fig. 5 measures the distance
between the reference frame in which Eq. (2) de-
scribes the system and the frame generated by S
where the static effective description is valid.

107 102

Figure 5: Trace distance between Ug = e~*% and the
identity operator I as a function of 93/wo and g4/w,
for ea/K = 10 (top panel) and e3/K = 30 (bottom
panel). N = 100. The dashed orange line in both pan-
els corresponds to the empirically determined boundary

ga = ag§/4/(62/K) with a = 0.65.

We then remark that the right panel of Fig. 4
measures the accuracy of the full static effec-
tive theory taking Us into account, while Fig. 5
measures the accuracy of the usual static ef-
fective Hamiltonian treatment, which assumes
that Eq. (2) and the static effective Hamilto-
nian describe the system in the same frame
(30, 33, 31, 32, 29].

We finish this section with a discussion about
open systems. Whether the environment cor-
responds to a measurement device, a coherent
control pulse, or a heat reservoir, one expects
that the operator Us, which is iteratively con-
structed to produce a static effective description
of the system alone, will modify the coupling to
the environment. This could lead to measure-
ment infidelity, control anomalies, or exotic forms
of nonlinear-driven dissipation [47]. Presently,
this nonlinear-driven dissipation is under inves-
tigation as a potential reason for discrepancies
observed between open quantum system experi-
ments and theoretical models [48]. Our analysis
calls attention to the importance of including Us
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in the studies of open systems as well.

4  Final remarks

We analyzed the conditions under which the
time-dependent Hamiltonian that describes a
driven superconducting circuit can be approx-
imated by low-order effective time-independent
Hamiltonians. Our focus was on the part of the
spectrum below the ESQPT, where the states ex-
hibit cat-like features that are relevant for quan-
tum computing and quantum information sci-
ence.

We found that there exists a well-defined re-
gion of values of the nonlinearity parameters gs
and g4, where the eigenvalues and the eigenstates
of the effective Hamiltonian ﬁéff) describe cor-
rectly the quasienergies and the Floquet states
of the time-dependent system. However, in the
limit of large values of g3 or g4, the correspon-
dence breaks down. The phase diagram of the
nonlinearities g3 and g4 that we provided for the
analysis of coincidence between the effective and
driven models has practical implications for the
design of Kerr parametric oscillators and other
parametric processes that tend to be overlooked.

An important conclusion of our study is that
the effective Hamiltonian suffices for the com-
parison between the quasienergies of the driven
system and the eigenvalues of the static effective
description, but the comparison between states
requires also the analysis of the unitary transfor-
mation Ug. The static effective theory includes
both the effective Hamiltonian and Ug. Without
the latter, one may infer the failure of a given
order of the effective description for parameter
values, where it may actually still hold.

In the appendix B, we showed that the agree-
ment between the driven and effective model can
hold for larger values of the nonlinearities if one
increases the perturbation order. This raises the
question of whether one could expect exact agree-
ment between the driven and static descriptions
for an infinite order. The answer is negative, be-
cause for large nonlinearities and strong drive,
the driven system can develop chaos, as shown
in [49]. When chaos sets in, there is no pertur-
bation order that can lead to agreement with the
static effective Hamiltonian, which is necessarily
integrable. Chaos can produce the collapse of the
ESQPT [50], while the static effective description

is integrable by construction.

The impact of our work is twofold. It is of in-
terest to those aiming at generating Schrodinger
cat states and analyzing ESQPT. This group can
use our (g3, g4) map to guarantee that they stay
within the region where the static effective de-
scribes well the driven system. But our analysis
is also of interest to those who want to explore
new physics beyond the validity of static effec-
tive models. In particular, as nonlinearities are
pushed to larger values, chaos will eventually set
in. This reveals a new application for driven Kerr
oscillators, that of devices to explore the effects
of chaos, as explained in Ref. [49].
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A  Fourth-order effective Hamiltonian

At fourth order, the effective Hamiltonian in-
cludes a four-photon drive and the first non-
squeezing drive term resulting in

7@
%ff = — AWala — KWat2p2 — \@af33
+ 6?4)&T4+6f4)@4, 9)
where
4
AW = 37 AP, (10)
k=0,1,2
4
KO = 3 kP, (11)
k=0,1
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and displayed below, are the analytical expres-
sions for all the coefficients of Eq. (9):

AW _ % n9391 6269 g5

OF ™ we w2 324 W3
AW _d4gi  6Tlgigs 113 g5
W 5w, 10 w2 360w
AW _ 9 97 15113 g3gs 297947 g3
27 72w, T 600 w2 | 32400 w?
g _ 15393 22593 805 g5
(0] 16 w, 4 w2 36 w3
_xW _ 279 STlgig 11395
7 5w 20 w2 " 72008
@ _ 17t 25630 80545
8we 2 w2 162w}
(b _ (3390 _101ggs 200945
! 8ws 96 w, 1296w3)

(12)

We observe that a necessary condition for the

validity of the order-two static effective theory is
that the next corrections be negligible:

A < (K@ — K /n.

This condition clearly depends on both g3 and g4,
even in absence of the drive. Note that for any
given value of the nonlinearities, for a sufficiently
large Fock number n, the approximation will fail.

B Convergence of the static effective
theory

In the main text, we focused on the static effec-
tive description of the Kerr parametric oscillator
to the first nontrivial order, which corresponds to
the second-order effective Hamiltonian ﬁé?f)
this appendix, we evaluate the convergence of the
high order static effective theory when applied
to the Kerr parametric oscillator. This is done
by comparing the fourth-order (see appendix A)
and the sixth-order static effective Hamiltonians,

H (;1{) and H (g), with the driven Hamiltonian in

€. €
Eq. (2).

Motivated by experimental developments in
the field of quantum circuits, two methods to
go beyond this first-order theory in a system-
atic manner were derived in [3, 14]. These ap-
proaches, which are useful to explain experimen-
tal data and numerical simulations [3, 14], re-
quires a symbolic computer program to carry out

. In

' 1Ho6
18 0.4
0.2
=11

Figure 6: Average IPR, 7, as a function of g3/w, and
ga/w, computed using He(ff) for eo/K = 30. The red
squares mark the boundary between delocalization and
localization set to Z ~ 0.5. The gray circles and white

triangles mark the same boundary for Hé?f) (as shown in

Fig. 4) and Hé?, respectively. Basis size is NV = 150.

r— e T T T
0.8F 4
L e\ AN\ 46) ]

0.6 Heff Heff Heff

I~ r e ® 1
0.4+
0.2}
0

0.01 0.02 0.03 0.04
93/wo
Figure 7: Average IPR, Z, as a function of g3/w, com-

puted using I:Ie(Q), ﬁé;lf), and ﬁé?, as indicated, for
N =100, e3/K = 30 and g4/w, = 1077.

the analytical calculation, since the number of
terms is far too great to write down by hand.

In Fig. 6, we show Z computed for the eigen-
states of the static effective Hamiltonian ffe(?f)
in comparison with the Floquet states obtained
from #H(t). The results are qualitatively similar
to those seen for ﬁéfo) in Fig. 4, but there are
quantitative differences. To illustrate these dif-
ferences, we mark in Fig. 6 the place where, for
small values of g3, we get Z ~ 0.5 for the second-

order static effective Hamiltonian H, gf) (gray cir-

cles), the fourth-order H éé) (red squares), and
the sixth-order H ég) sixth order (white triangles).
We see that the region of disagreement between

Floquet states and eigenstates (blue region) de-
creases as the order increases.
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Figure 8: Average IPR, Z, computed for the eigen-

states of He(f2f) in the Floquet basis as a function of g3 /w,
and |g4/w,|, (94 < 0), for eo/K = 10 (top panel) and
€2/ K = 30 (bottom panel). Basis size N = 200. The
red lines in both panels are constant K lines correspond-
ing to K/w, = 107°, 1074, and 1073, as marked in the
bottom panel. The dashed orange line in both pan-
els corresponds to the empirically determined boundary

g4 = ag§/4/(62/K) with a = 0.65.

In Fig. 7, we show the average IPR, Z, as a
function of g3, for a fixed value g4 = 10~7 (note
that for large g3, Z does not depend on gy), for

H e(?, H e?f) , and H éfﬁf). The horizontal line marks
the point (circle) in the curves where Z ~ 0.5.
One sees that the value of g3 for Z ~ 0.5 gets
displaced to the right, effectively enlarging the
area where there is good agreement between the
eigenstates and Floquet states below the ESQPT.
However, the rate of convergence of this expan-
sion is slow and comes at the cost of highly com-

plex expressions.

C Spectrum for negative g,

For completeness and because it can be impor-
tant for present and future experiments, we show
in Fig. 8 the average IPR, equivalently to what
was done in Fig. 4 for H éfzf), but now for g4 < 0.
In this case, one cannot reach K = 0, but the re-

sults are very similar to those found for g4 > 0.
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