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Hybrid quantum-classical computing algorithms offer significant potential for accelerating the cal-
culation of the electronic structure of strongly correlated molecules. In this work, we present the first
quantum simulation of conical intersections (CIs) in a biomolecule, cytosine, using a superconduct-
ing quantum computer. We apply the Contracted Quantum Eigensolver (CQE)—with comparisons
to conventional Variational Quantum Deflation (VQD)—to compute the near-degenerate ground
and excited states associated with the conical intersection, a key feature governing the photosta-
bility of DNA and RNA. The CQE is based on an exact ansatz for many-electron molecules in the
absence of noise—a critically important property for resolving strongly correlated states at CIs.
Both methods demonstrate promising accuracy when compared with exact diagonalization, even on
noisy intermediate-scale quantum computers, highlighting their potential for advancing the under-
standing of photochemical and photobiological processes. The ability to simulate these intersections
is critical for advancing our knowledge of biological processes like DNA repair and mutation, with
potential implications for molecular biology and medical research.

I. INTRODUCTION

Recent advances in quantum computing open new
horizons for the field of quantum chemistry with partic-
ularly promising applications in electronic structure sim-
ulations [1–4]. Various quantum algorithms that demon-
strate a potential complexity advantage over classical
ones have been proposed. Though still in the noisy
intermediate-scale quantum (NISQ) era [5], electronic
structure simulations on quantum devices with appro-
priate error mitigation are poised to catch up to exist-
ing classical methods [6–12]. An apparent application of
quantum computing to biology is the electronic structure
computation of moderately sized biomolecules [13, 14].
For these molecules, most classical wavefunction-based
methods are restricted by a high computational scal-
ing with the number of electrons. While resource-saving
methods such as density functional theory can give a rea-
sonable description of excited states [15, 16], they lack
the multireference character to describe degenerate elec-
tronic states, which are crucial for understanding many
photochemical and photobiological processes.

This work explores the nonadiabatic decay of a nucle-
obase, cytosine, in its photo-excited state. As key com-
ponents of deoxyribonucleic acid (DNA) and ribonucleic
acid (RNA), nucleobases are intrinsically stable when
exposed to ultraviolet radiation, preventing the muta-
tions and genetic instability of DNA and RNA, such as
those found in many forms of skin cancer [17]. Numer-
ous studies have been conducted on the photobehavior
of nucleobases, both from experimental and theoretical
perspectives [18–30]. Experimental observations reveal
that photo-excited nucleobases exhibit remarkably short
lifetimes and low fluorescence yields. These findings sug-

gest that the excited molecules undergo rapid internal
conversion, returning to their ground states via conical
intersections (CIs) on ultrafast timescales.

CIs are the subspace formed by molecular geome-
tries at which the electronic states are degenerate in en-
ergy [31–37]. They are known to be the essential pathway
for molecules going through internal conversion, “funnel-
ing” the population from excited states to the ground
state. The first step toward simulating nonadiabatic
molecular dynamics involving multiple electronic states is
to characterize the CIs. The degeneracy in energy results
in highly multireference character of adiabatic wavefunc-
tions, which makes single-referenced methods no longer
feasible. Additionally, since CIs are seams embedded
in the potential energy manifold, they require electronic
structure calculations involving batches of molecular ge-
ometries, which is a time-consuming task. Quantum
computers offer the potential to accelerate electronic
structure calculations. Consequently, the development of
excited-state quantum algorithms capable of accurately
describing CIs on NISQ devices is a critical prerequisite
for future research in nonadiabatic molecular dynamics
using quantum computing platforms [38–42].

This study presents to our knowledge the first quantum
simulation of CIs in a biomolecule, marking an initial step
towards integrating nonadiabatic dynamics into quan-
tum computing platforms and exploring the application
of quantum computing in chemical biology. We intro-
duce and test two well-documented quantum algorithms
to compute the ground and excited states. The first one
is the variational quantum deflation (VQD) and the sec-
ond one is the contracted quantum eigensolver (CQE).
Unlike ref. [42], which simulated CIs by computing the
ground states for two separate symmetry blocks, these al-
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gorithms are designed to compute multiple states within
the same symmetry block, suitable for the treatment of
accidental CIs [37]. This paper is organized as follows:
in the Theory section, we introduce the two quantum al-
gorithms and then provide a brief review of the theory
surrounding CIs; in the Results section, we present quan-
tum simulations on noiseless and noisy fake backends, as
well as on a 127-qubit IBM quantum computer; finally,
we provide conclusions and outlook.

II. THEORY

A. Variational Quantum Deflation

The variational quantum deflation (VQD) algorithm
is an algorithm to find the k-lowest eigenvalues of a ma-
trix [43]. VQD computes excited states by introducing a
deflation term accounting for the orthogonality of eigen-
vectors. For a system described by the many-electron
Schrödinger equation (SE),

(Ĥ − E)|Ψ⟩ = 0, (1)

the cost function being optimized takes the following
form,

J(θk) = ⟨Ψ(θk)|Ĥ|Ψ(θk)⟩+
k−1∑
j=0

β|⟨Ψ(θj)|Ψ(θk)⟩|2, (2)

in which the k-th wavefunction is represented by a pa-
rameterized ansatz |Ψ(θk)⟩ with parameter set {θk} and
β is the weight for the non-orthogonal penalty function.
The algorithm can be understood as a constrained search
that finds the energy minima of the k-th state subject to
the constraints that the wavefunction of the target state
must be orthogonal to all (k− 1) lower states. In excited
state algorithms, the orthogonality condition is impor-
tant to prevent the wavefunction from collapsing into a
lower state during optimization. With an appropriate β
value, VQD achieves energy minimization while retaining
the orthogonality of wavefunctions, proving to be an ef-
ficient and widely-used excited state algorithm on NISQ
devices.

B. Contracted Quantum Eigensolver

The contracted quantum eigensolver (CQE) [44–47]
is a quantum algorithm originating from the contracted
Schrödinger equation (CSE) [48, 49], which contracts the
SE onto the space of two electrons. Since a molecular
Hamiltonian contains up to two-body interaction, the
contraction is lossless in the sense that the CSE and the
SE share an equivalent set of pure-state solutions [48, 50].

We have introduced two modifications for CQE to
tackle excited states. One is through performing vari-

ation on an ensemble (subspace) composed of orthogonal
pure states [51] and the other is by replacing the Hamil-
tonian with the variance [52]. The latter is used in this
work as it is a state-specific method that can converge to
stationary solutions regardless of the energy gap. We first
briefly review the method and then provide some com-
ments on different modifications and their performance
in characterizing CIs.
The variance of SE is defined as

Var = ⟨Ψ|(Ĥ–E)2|Ψ⟩. (3)

The variance vanishes only when the SE converges to a
stationary solution, which in turn allows us to use the
non-vanishing residual of the variance to construct an
exponential transformation to update the non-stationary
wavefunction.
In variance-based CQE, we minimize the variance at

the m-th iteration with respect to the two-body anti-
Hermitian operator F̂m,

F̂m =
∑
pqst

2F pq;st
m â†pâ

†
qâtâs, (4)

and the wavefunction ansatz is a product of the residuals
in Eq. 3,

|Ψm⟩ =
m∏
eϵF̂m |Ψ0⟩. (5)

Here â†i and âi are the creation and annihilation opera-
tors with respect to the i-th orbital. The parameter ϵ is
the learning rate that can be optimized for better con-
vergence. In each iteration, F̂ is evaluated with quantum
state tomography. An illustration of the CQE algorithm
is given in Fig. 1. The algorithm can be characterized
as an iterative update of the wavefunction based on the
“on-the-fly” residual of the CSE.
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FIG. 1: An illustration of the CQE algorithm at the
nth iteration.

One difficulty of using the energy variance rather than
energy itself is that squaring the Hamiltonian operators
typically introduces additional terms that increase the
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measurement cost . We have used a second-order Tay-
lor expansion to approximate the variance and related
variables by preparing an auxiliary state as follows [52],

|Ψ̃m⟩ = eiδ(Ĥ−Em)|Ψm⟩, (6)

and then measuring the variance using the following
equation,

⟨Ψm|(Ĥ − Em)2|Ψm⟩ ≈ 1−ℜ⟨Ψm|Ψ̃m⟩
δ2/2

, (7)

where the real part of the overlap can be estimated with a
Hadamard test procedure [53], reducing the measurement
cost with an ancillary qubit. We present the iterative
algorithm of variance-based CQE in table I.

TABLE I: Variance-based CQE algorithm.

Algorithm: Variance-based CQE
Given m = 0 and convergence tolerance ϵ.
Choose initial wave function |Ψ0⟩.
Repeat until the energy variance is less than ϵ.

Step 1: Prepare |Ψ̃m⟩ = eiδ(Ĥ−Em)|Ψm⟩
Step 2: Measure F pq;st

m+1 and compute F̂m+1

Step 3: Prepare |Ψm+1⟩ = eϵF̂m+1 |Ψm⟩
Step 4: Optimize variance with respect to ϵ
Step 5: Set m = m+ 1.

By using the energy variance rather than the energy as
the optimization target, the variance-based CQE ensures
convergence to local minima, significantly enhancing nu-
merical stability [52, 54]. Moreover, it does not require
information about lower-energy states, enabling the tar-
geting of specific states during slow-varying changes in
molecular geometry. This feature makes the algorithm
particularly suitable for describing CIs. The disadvan-
tage of this approach is that orthogonality between wave-
functions is not guaranteed, which means the target CI
state could converge to the other energetically degener-
ate eigenstate during the optimization process. To ad-
dress this concern, we use an additional orthogonality
check procedure, which involves calculating the overlap
between the two converged state vectors. Our simula-
tions did not reveal any instances of such collapsing be-
havior.

Other popular modifications for calculating the kth ex-
cited states, such as the deflation term in VQD and the
subspace modification found in SSVQE [55] and parallel
CQE [51], all guarantee the orthogonality of adiabatic
wavefunctions during optimization. However, they re-
quire converging all low-lying states either in advance or
simultaneously, which can become hard when k is large.
Another potential issue is related to the convergence for
CIs. At the molecular geometry where energies are ex-
actly degenerate, two eigenvectors can be linearly com-
bined to form new and non-orthogonal eigenvectors [31].

We expect this to slow down the convergence of excited
state algorithms based on orthogonality.

C. Conical Intersections

In this section, we provide a brief review of key con-
cepts regarding CIs. The diabatic electronic Schrödinger
equation is

[Hd(R)− IEJ(R)]dJ(R) = 0, (8)

where Hd is the diabatic Hamiltonian matrix with di-
mension (Nstate, Nstate), and EJ is the energy of the
Jth state. While CIs between more than two states are
possible, we consider Nstate = 2 here with the analy-
sis being generalizable. The CIs between two electronic
states form only when the two following constraints are
simultaneously satisfied,

Hd
11 = Hd

22, H
d
12 = Hd

21 = 0, (9)

whereHd
IJ is the matrix element ofHd. Eq. 9 imposed on

the global potential energy matrices gives us the (N − 2)
dimensional seam of CIs. We define the g, h vectors that
lift the branching space [31],

g =
1

2
∇R(H11 −H22),h = ∇RH12. (10)

The g-h plane is important in understanding nonadia-
batic dynamics because the molecules break their degen-
eracy and achieve a state transition only when moving
within the plane, which provides insights on the mode-
selective dynamics of nonadiabatic reactions.

The procedure to locate the CI seam and the minimum
energy CI (MECI) point in this work is reported in pre-
vious literature [40] and a classical implementation can
be found in COLUMBUS [56–58]. We use a constrained
Lagrangian defined below,

L(R) = EI(R) + λ0(E1 − E2) +

M∑
k=1

λkCk(R), (11)

where Ck are geometric constraints. The Lagrangian is
minimized with a Newton-Raphson procedure to find the
energy minima subject to energy degeneracy and addi-
tional geometry constraints. The gradient needed for the
optimization can be obtained classically through analyt-
ical gradient techniques or on quantum computers with
a finite difference method.
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III. RESULTS

A. Classical Calculation Results

The electronic structure calculations are performed
with state-averaged complete active space self consistent
field (SA-CASSCF) in COLUMBUS [56, 57]. The first
two singlets are averaged with equal weights. We use
the correlation-consistent polarized valence double-zeta
(cc-pVDZ) basis set and an active space of four electrons
in three orbitals. Note that the choice of active space
is limited by the current performance of NISQ devices
rather than the quantum algorithms. In our analysis,
energy levels are considered degenerate if their difference
is less than 0.0005 hartree (∼100 cm−1) as determined by
exact diagonalization. This level of precision is deemed
sufficient given the choice of active space and basis set.
The Hamiltonian is constructed from electron integrals in
the CASSCF orbital basis. As the Hamiltonian does not
guarantee the spin multiplicity (S2) of the wavefunction,
we perform an additional check to ensure the S2 values
correspond to singlet states.

The CI in cytosine is found along several active vibra-
tional modes—a situation that contributes to the com-
plexity of its rich photochemical behavior. We only in-
vestigate the CIs between the first two singlets, which
excludes the three-state CIs reported in several previ-
ous works [22–25]. There are multiple CIs for the first
two singlet states of cytosine [59]. Here we focus on the
ππ∗/S0 CI, which has been characterized as the major
reaction intermediate for its internal conversion.

FIG. 2: Reported minimum energy CI for cytosine. (a)
chemical structure, (b) planar perspective of the ring
structure, (c) the orthogonalized g (left), h (right)
vectors at CI

Figure 2 reports the minimum energy point on the
ππ∗/S0 CIs. That point is optimized classically to an

energy difference between the two CI states of less than
0.0005 and a norm of the constrained Lagrangian in
Eq. (11) of less than 0.01. The CI between ππ∗ and
S0 occurs at a distorted molecular structure. The vibra-
tional mode leading to the broken degeneracy is assigned
to the out-of-plane torsion (both g and h) as well as the
vibration of the non-coplanar hydrogen (h).

B. Quantum Simulation Results

While classical calculations capture the electronic
structure information of the system within the limits of
the employed active space, we now examine the poten-
tial applications of quantum computers in characterizing
CIs. Two key issues are addressed: first, whether a given
quantum algorithm can describe the energy degeneracy
and potential energy surface topography in the vicinity of
CIs and second, whether CIs can be efficiently optimized
with a hybrid method that employs classical optimization
and quantum simulation. We have used three different
backends in Qiskit [60] in this work:
(i) an ideal statevector simulator without noise, which

we use to verify the exactness of the tested algorithms
and provide an estimation of the convergence speed in a
noiseless environment. For an ideal simulator, the algo-
rithms are not limited by the number of qubits. We thus
use the Jordan-Wigner mapping [61], which is generally
a sparse mapping, to map the Hamiltonian to six qubits.
(ii) a fake backend FakeSherbrooke, which we use to

mimic the behavior of IBM Sherbrooke [62]. The Fake
backend provides a playground for classical optimizers
that may require a significant amount of quantum re-
sources. The number of qubits has a significant effect on
the quantum algorithm performance in the presence of
noise. We employ additional tapering techniques, based
on conserving of N (number of electrons) and Sz (to-
tal spin number), to reduce the qubits required to four,
which is the minimum number of qubits required to avoid
truncating the Hamiltonian matrix. An implementation
can be found in the ParityMapper in Qiskit [60].
(iii) The 127-qubit IBM Cleveland with the Eagle r3

type processor [62], which we use to perform experimen-
tal simulations. While IBM Cleveland and Sherbrooke
share the same generation of quantum processors, their
noise behavior can be quite different.
We report the convergence of both algorithms for a

CI Hamiltonian on a noiseless statevector simulator in
Fig. 3. For the VQD calculation, we employ the im-
plementation in Qiskit Algorithm library. A two-local
ansatz with four layers is used, which gives a circuit depth
of 19. A COBYLA optimizer in Qiskit is used for the clas-
sical variation. Figure 3 (a) shows that VQD converges
to the threshold with a sufficiently large number of eval-
uations. The two-local ansatz used here is adequate to
parameterize the near-degenerate ground- and excited-
state wavefunctions to the desired accuracy in noiseless
simulations.
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FIG. 3: The convergence plot for (a) VQD and (b) CQE
on a noiseless simulator. Both ground and first excited
singlets are shown. For the energy values on the y axis,
the core energy has been excluded from the total energy.

CQE has been demonstrated as an exact ansatz [63]
and in the noiseless environment we do not restrict the
number of unitaries being applied to verify the exact-
ness. The two states are optimized separately with sin-
gle Slater determinants as the initial guesses. For the
noiseless statevector simulation, it is shown in Fig. 3(b)
that CQE converges to the exact solution in fewer than
10 iterations, which is noteworthy given the quantum re-
sources.

We next examine the convergence on the FakeSher-
brooke backend. The circuit depth has a significant im-
pact on the algorithm performance in the presence of
noise. In order to make a fair comparison, we have re-
stricted the number of iterations and unitaries per it-
eration of CQE to generate an ansatz with almost the
same circuit depth as VQD. We apply 8192 shots to ev-
ery circuit. The exact value from diagonalization is plot-
ted for comparison. For VQD and CQE, the absolute
errors without any error mitigation techniques are ∼60
mhartree and ∼40 mhartree, respectively, which is a con-
sequence of the quantum noise. While the absolute error
could be improved with error mitigation techniques, we
here focus only on the description of the energy gap from
the unmitigated results. As can be seen from Fig. 4, the
error of the energy gap is only ∼20 mhartree for VQD
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FIG. 4: The convergence plot for (a) VQD and (b)
CQE on FakeSherbrooke. Both ground and first excited
singlets are shown. For the energy values on the y axis,
the core energy has been excluded from the total energy.

and single-digit mhartree at the ninth iteration of CQE.
In both methods the energy gap exhibits a smaller error
than the absolute energies due to error cancellation.
We observe that CQE outperforms VQD in character-

izing the CIs. One reason, discussed in the Theory sec-
tion, is that the variance-based CQE is a state-specific
method, while VQD is dependent upon the given state
and any energetically equal or lower states, which can
slow the convergence for near-degenerate states. Another
possible reason is that the CQE uses the ansatz from the
ACSE [64, 65], which is a physics-informed exact ansatz,
while the VQD, implemented in this work, employs a two-
local ansatz that does not account for the structure of the
Hamiltonian or other physical insights into the system.
A more efficient ansatz, such as the unitary coupled clus-
ter [66, 67] or the ACSE ansatz [47, 64? , 65], is advised
for VQD to achieve better performance.
One may also draw a rough comparison between the

quantum resources. It takes around 320 evaluations for
VQD to converge with the COBYLA optimizer, while it
takes eight iterations for CQE. We note that for each it-
eration, the CQE requires a two-particle reduced density
matrix (2-RDM) partial tomography procedure, leading
to a similar number of measurements. However, the
quantum state tomography can be implemented in a par-
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allel way, favoring the CQE in time complexity. More-
over, because the CQE exploits the restriction to pairwise
interactions in the Hamiltonian, the CQE for any number
N of electrons depends only on the 2-RDM, which has a
scaling of O(r4) with orbital number r (with tomography
protocol even less [68]), making it a good candidate for
scalable molecular simulations with large active spaces.

After the fake backend experiments, we use the CQE
to characterize the topography of the CI on a real IBM
quantum computer. Several error mitigation techniques
are used to suppress the error on IBM Cleveland, which
are described in detail in the supporting information of
ref. [69]. We utilize Qiskit’s built-in zero noise extrapo-
lation, gate twirling and Twirled Readout Error eXtinc-
tion (TREX) for error mitigation [60]. Moreover, in the
CQE we have applied a dynamical threshold to the uni-
taries [10] in which after decomposing the unitaries in the
Pauli basis, we select only those with coefficients above a
threshold that decreases dynamically with convergence.

FIG. 5: The 3D CI topography shown with (a) exact
diagonalization (b) quantum simulation with IBM
Cleveland. The energies in z axis are the relative values
compared to global minima of -392.6536.

We span the grid of molecular geometry along the g,
h directions and plot the coupled 3D potential energy
surfaces in the vicinity of the CI. The exact surface and
the surface from quantum simulation are shown in Fig. 5
(a) and (b),respectively. The surfaces from real quantum
computers deviate slightly from the exact surfaces in ab-

solute energies, and they are not as smooth as the exact
ones. However, the topography of the double cone is gen-
erally well-preserved. The degenerate point in Fig. 5(a) is
no longer degenerate on quantum computers (Fig. 5(b))
due to noise, but the two points are not far away. As
has been observed in single-point calculations, if the er-
ror generated from quantum noise is uniform, then the
only effect of noise is to shift the absolute value of the
upper and lower surfaces by a certain amount, which
in principle should not affect the nonadiabatic dynam-
ics significantly. The ability to characterize the electronic
structure of the strongly correlated states at CIs provides
an important step towards practical applications for the
simulation of nonadiabatic dynamics on NISQ devices.

We further can locate CIs with a hybrid quantum-
classical optimization method to minimize the energy gap
as a function of the nuclear coordinates. Here we ob-
tained numerical nuclear gradients by performing finite
differences in Cartesian coordinates. The stepsize em-
ployed is 0.01. For the ease of implementation, we only
allow the coordinate of the hydrogen atom with the great-
est vibration amplitude in the g-h plane to vary while
keeping the rest of the molecule fixed. The optimiza-
tion results are provided in Table II. At each iteration,
we report the quantum simulation and exact diagonaliza-
tion results at the same molecular geometry. The energy
gap decreases at every iteration with the energy gap’s
error being well below the absolute error of individual
states. We are able to converge the geometry optimiza-
tion within single mhartree accuracy, which is notewor-
thy given the noisy nature of current quantum comput-
ers. We also observe that the energy difference during
optimization can be quite stochastic (e.g., between itera-
tions 3 and 4) even though we only have three degrees of
freedom. The reason for this behavior is that in the pres-
ence of noise, the nuclear gradients obtained from finite
differences may subject to large deviations. A stochas-
tic optimizer such as Simultaneous Perturbation Stochas-
tic Approximation [70] may provide better convergence
when the quantum resources are limited and the number
of nuclear degrees of freedom is larger.

Conclusions—In this work we simulate the electronic
structure of the ground and excited states of cyto-
sine with quantum computers, focusing on the coni-
cal intersection—the crucial region for nonadiabatic dy-
namics simulations. We examine two quantum algo-
rithms for excited state calculations: Variational Quan-
tum Deflation (VQD) and Contracted Quantum Eigen-
solver (CQE), for performing crucial tasks for nonadia-
batic dynamics such as the calculation of near-degenerate
energies and the optimization of CI geometries. The
CQE displays slightly better performance with cytosine
due to its state-specific modification and the physics-
informed ansatz. For larger molecules and active spaces,
the CQE would outperform the two-local VQD and other
non-physics-based ansatzes. Moreover, the CQE is based
on the CSE ansatz—an exact ansatz for many-electron
molecules in the absence of noise—, which is critical for
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TABLE II: Optimization process for CIs on quantum computers. Energies are reported with respect to the global
minima of -392.6536. Unit is hartree.

Iteration E0(simulation) E1(simulation) ∆E(simulation) E0(exact) E1(exact) ∆E(exact)
0 0.1620 0.2313 0.0693 0.1401 0.2081 0.0680
1 0.1714 0.2229 0.0515 0.1408 0.1964 0.0556
2 0.1812 0.2112 0.0300 0.1416 0.1843 0.0427
3 0.1897 0.2036 0.0139 0.1430 0.1684 0.0254
4 0.1770 0.1959 0.0189 0.1436 0.1618 0.0182
5 0.1762 0.1841 0.0079 0.1449 0.1551 0.0102

resolving strongly correlated states such as those involved
in the conical intersection. Future work will examine the
use of the CQE algorithm within nonadiabatic dynamic
simulations. The present work represents an important
first step towards harnessing the potential of quantum
computers to provide more accurate and efficient dec-
sriptions of conical interactions for accelerated progress
in both photochemistry and photobiology.

Acknowledgments—D.A.M gratefully acknowledges
the U.S. National Science Foundation Grant No. CHE-
2155082 and the U.S. Department of Energy, Office

of Basic Energy Sciences, Grant DE-SC0019215. I.A.
gratefully acknowledges the NSF Graduate Research Fel-
lowship Program under Grant No. 2140001. V.S.B
and L.F.S acknowledge support from the National Sci-
ence Foundation Engines Development Award: Advanc-
ing Quantum Technologies (CT) under Award Number
2302908, and partial support from the National Science
Foundation Center for Quantum Dynamics on Modular
Quantum Devices (CQD-MQD) under Award Number
2124511. The views expressed are those of the authors
and do not reflect the official policy or position of IBM
or the IBMQ team.

[1] A. Aspuru-Guzik, A. D. Dutoi, P. J. Love, and M. Head-
Gordon, Simulated quantum computation of molecular
energies, Science 309, 1704 (2005).

[2] Y. Cao, J. Romero, J. P. Olson, M. Degroote, P. D. John-
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dependent picture of the ultrafast deactivation of
keto-cytosine including three-state conical intersections,
ChemPhysChem 11, 3617 (2010).

[26] M. Barbatti, A. J. Aquino, J. J. Szymczak, D. Nachti-
gallova, and H. Lischka, Photodynamical simulations of
cytosine: characterization of the ultrafast bi-exponential
uv deactivation, Phys. Chem. Chem. Phys. 13, 6145
(2011).

[27] M. Richter, P. Marquetand, J. Gonzalez-Vazquez, I. Sola,
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