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(57) ABSTRACT

Systems and methods for implementing holographic quan-
tum circuits on compact quantum computing systems are
provided. Compact quantum computing systems include
systems having fewer physical qubits than the number of
quantum modes to be instantiated during execution of the
quantum circuit. Techniques described herein may be used
to perform boson sampling techniques, including with appli-
cation to molecular docking simulations.
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700

/10
Generate a binding interaction graph describing possible binding interactions
between portions of a first molecular structure and portions of a second
molecular structure, the binding interaction graph being encoded as a graph
adjacency matrix

-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
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720
Parameterize a multimode Gaussian state vector using the graph adjacency
matrix

| e i e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e A e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e d

730
Determine binding interactions by sampling, using holographic computing
implemented on the compact quantum computing system, the muitimode
Gaussian state vector

/40
ldentity, using the determined binding interactions, one or more cliques within
the binding interaction graph, the cliques corresponding to stable binding
configurations between the first and second molecular structures

FIG. 7
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810
Apply a first squeezing operation to a vacuum state of a first physical qubit to
generate a first quantum state in the first physical qubit

; 820 .
Apply a second squeezing operation to a vacuum state of a second physical qubit
to generate a second quantum state in the second physical qubit '

quﬂquuquqquuquuqqqquuquﬂqqqquuqququuquuqqqquuqqqqq-...-u-...—u.-...—u-..-...-...—u—\..-...-...-.—\.-..-...-...—_-..-...-...—u-..-...-...—u.-..-...-...—u—u-...—u-.—\.-..-...-..—\..-..-...—u.—\..-..-...-...—\..-.-..-.—\.—\.-..!q—\..—_qq—\..-..-...-...—\..-..-...-...—\..-..-...-...—u—\..-...-...-..—\..-..-...-...—\..-..-...-...—\..-..-...-...—\..-..-...-...—\..—\..-...-...-..—\..-..-...-..—\..-..-...-...—\..-..uqqqqqqqqqqqﬂqqqqqqqquqqqqqqqqqqqﬂqqqqqqqquqqqqqqqﬂ
. |
. |
. |
. |

830
Cause interference between the first quantum state and the second guantum
state by applying a beamsplitter interaction between the first quantum state
and the second gquantum state

R e e e o e e e e A A A A Al A A A s B B B B B e e e B, e A A e A A A A A A e el b, B B e e e e e e A A A i A A A A B A, B B B e B e e e e e A A e A A A A A A B e B, e B e e e e e e A e A A A A A A A Al A, b et s s et it ]

840
After applying the beamsplitter interaction, measure the first guantum state
stored in the first physical qubit

111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111
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HOLOGRAPHIC QUANTUM COMPUTING
WITH COMPACT QUANTUM COMPUTERS

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims the benefit under 35 U.S.C.
§ 119 (¢) of U.S. Provisional Patent Application No. 63/579,
856, filed Aug. 31, 2023, and titled “HOLOGRAPHIC
QUANTUM COMPUTING WITH MICROWAVE CAV-
ITY RESONATORS,” which 1s incorporated herein by

reference in 1ts entirety.

GOVERNMENT FUNDING

[0002] This invention was made with government support
under 2124511 awarded by the National Science Founda-
tion. The government has certain rights in the invention.

BACKGROUND

[0003] Quantum nformation processing techmques per-
form computation by manipulating one or more quantum
objects (e.g., objects that can store quantum states and/or
manipulate quantum states). These techniques are some-
times referred to as “quantum computing.” In order to
perform computations, a quantum computing system utilizes
quantum objects to reliably store, process, and retrieve
information. According to some quantum information pro-
cessing approaches, a quantum analogue to the classical
computing “bit” (being equal to 1 or 0) has been developed,
which 1s referred to as a quantum bit, or “qubit.” A qubit can
be composed of any quantum system that has two distinct
states (which may be thought of as 1 and 0 states), but also
has the special property that the system can be placed into
quantum superpositions and thereby potentially exist in both
of those states at once.

[0004] The field of circuit quantum electrodynamics
(cQED) represents one 1llustrative experimental approach to
implement quantum computing. In these approaches, one or
more qubit systems are each coupled to a resonator cavity in
such a way as to allow mapping of the quantum information
contained 1n the qubit(s) to and/or from the resonator(s). The
resonator(s) generally will have a longer stable lifetime than
the qubit(s). The quantum state may later be retrieved 1n a
qubit by mapping the state back from a respective resonator
to the qubat.

SUMMARY

[0005] Some embodiments are directed to a method of
identifying, using a compact quantum computing system,
binding configurations between a first molecular structure
and a second molecular structure, the method including:
generating a binding interaction graph describing possible
binding interactions between portions of the first molecular
structure and portions of the second molecular structure, the
binding interaction graph being encoded as a graph adja-
cency matrix; parameterizing a multimode Gaussian state
vector using the graph adjacency matrix; determining bind-
ing interactions by sampling, using holographic computing
implemented on the compact quantum computing system,
the multimode Gaussian state vector; and 1dentifying, using,
the determined binding interactions, cliques within the bind-
ing interaction graph, the cliques corresponding to stable
binding configurations between the first and second molecu-
lar structures.
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[0006] In some embodiments, the method further includes
identifying the first molecular structure as a candidate phar-
maceutical compound.

[0007] In some embodiments, the method further includes
manufacturing the first molecular structure.

[0008] In some embodiments, the method further includes
determining safety and/or eflicacy of the first molecular
structure by performing a clinical and/or nonclinical study
using the first molecular structure.

[0009] In some embodiments, generating the binding
interaction graph includes generating a binding interaction
graph describing possible binding interactions between por-
tions of the first molecular structure and portions of the
second molecular structure, the second molecular structure
including a structure describing a biological receptor or a
portion ol a biological receptor.

[0010] In some embodiments, using holographic comput-
ing implemented on the compact quantum computing sys-
tem includes: applying a first squeezing operation to a
vacuum state of a first physical qubit to generate a first
quantum state in the first physical qubit; applying a second
squeezing operation to a vacuum state of a second physical
qubit to generate a second quantum state in the second
physical qubit; causing interference between the first quan-
tum state and the second quantum state by applying a
beamsplitter interaction between the first quantum state and
the second quantum state; and after applying the beamsplit-
ter iteraction: measuring the first quantum state stored in
the first physical qubit; and mitializing a third quantum state
in the first physical qubit by applying a third squeezing
operation to a vacuum state of the first physical qubat.
[0011] In some embodiments, i1dentifying the binding
interactions includes identifying a first binding interaction
by detecting a photon stored 1n the first physical qubit by
measuring the first quantum state.

[0012] In some embodiments, applying the first squeezing
operation includes applying a squeezing operation having
squeezing parameters determined using the graph adjacency
matrix.

[0013] In some embodiments, applying the first squeezing
operation to the first physical qubit includes applying an
clectromagnetic signal to a first ancilla qubit coupled to the
first physical qubit, the electromagnetic signal being con-
figured to cause three-wave or four-wave mixing between
the first quantum state and a state of the first ancilla qubat.
In some embodiments, the electromagnetic signal has a
frequency approximately equal to twice a resonant fre-
quency of the first physical qubit, the first physical qubait
including a first cavity resonator.

[0014] In some embodiments, applying the beamsplitter
interaction further includes determining a covariance matrix
using the graph adjacency matrix; and applying a beamsplit-
ter interaction having beamsplitting parameters based on the
covariance matrix.

[0015] In some embodiments, applying the beamsplitter
interaction includes applying an electromagnetic signal to a
second ancilla qubit coupled between the first and second
physical qubits, the electromagnetic signal having a fre-
quency approximately equal to a difference between reso-
nant frequencies of the first and second physical qubits, the
first and second physical qubits including cavity resonators.

[0016] In some embodiments, applying the beamsplitter
interaction mcludes applying the electromagnetic signal to a
transmon qubit.
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[0017] In some embodiments, applying the beamsplitter
interaction 1ncludes applying the electromagnetic signal to
the second ancilla qubit, the electromagnetic signal config-
ured to cause four-wave mixing between the first quantum
state and the second quantum state.

[0018] Insome embodiments, the method further includes:
applying a third squeezing operation to a vacuum state of a
third physical qubit to generate a fourth quantum state; and
alter applying a beamsplitter interaction between the first
quantum state and the second quantum state and before
measuring the first quantum state: first, applying a beam-
splitter interaction between the second quantum state and the
fourth quantum state; and second, applying a beamsplitter
interaction between the first quantum state and the second
quantum state.

[0019] In some embodiments, the techniques described
herein relate to a system, including: a compact quantum
computing system; at least one computer hardware proces-
sor; and at least one non-transitory computer readable
medium storing processor-executable instructions that,
when executed by the at least one computer hardware
processor, cause the at least one computer hardware proces-
sor to perform a method of 1dentifying binding configura-
tions between a first molecular structure and a second
molecular structure, the method including: generating a
binding interaction graph describing possible binding inter-
actions between portions of the first molecular structure and
portions ol the second molecular structure, the binding
interaction graph being encoded as a graph adjacency
matrix; parameterizing a multimode Gaussian state vector
using the graph adjacency matrix; determining binding
interactions by sampling, using holographic computing
implemented on the compact quantum computing system,
the multimode Gaussian state vector; and 1dentifying, using,
the determined binding interactions, cliques within the bind-
ing interaction graph, the cliques corresponding to stable
binding configurations between the first and second molecu-
lar structures.

[0020] In some embodiments, the techniques described
herein relate to a system, wherein the method further
includes 1dentifying the first molecular structure as a can-
didate pharmaceutical compound.

[0021] In some embodiments, generating the binding
interaction graph includes generating a binding interaction
graph describing possible binding interactions between por-
tions of the first molecular structure and portions of the
second molecular structure, the second molecular structure
including a structure describing a biological receptor or a
portion of a biological receptor.

[0022] In some embodiments, using holographic comput-
ing implemented on the compact quantum computing sys-
tem 1ncludes causing a controller to: apply a first squeezing,
operation to a vacuum state of a first physical qubit to
generate a first quantum state i the first physical qubit;
apply a second squeezing operation to a vacuum state of a
second physical qubit to generate a second quantum state 1n
the second physical qubit; cause interference between the
first quantum state and the second quantum state by applying
a beamsplitter interaction between the first quantum state
and the second quantum state; and after applying the beam-
splitter interaction: measure the first quantum state stored 1n
the first physical qubit; and initialize a third quantum state
in the first physical qubit by applying a third squeezing
operation to a vacuum state of the first physical qubait.
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[0023] In some embodiments, identifying the binding
interactions includes identifying a first binding interaction
by detecting a photon stored in the first physical qubit by
measuring the first quantum state.

[0024] In some embodiments, applying the first squeezing
operation includes applying a squeezing operation having
squeezing parameters determined using the graph adjacency
matrix.

[0025] In some embodiments, applying the first squeezing
operation to the first physical qubit includes applying an
clectromagnetic signal to a first ancilla qubit coupled to the
first physical qubit, the electromagnetic signal being con-
figured to cause three-wave or four-wave mixing between
the first quantum state and a state of the first ancilla qubat.
In some embodiments, the electromagnetic signal has a
frequency approximately equal to twice a resonant Ire-
quency of the first physical qubit, the first physical qubait
including a first cavity resonator.

[0026] In some embodiments, applying the beamsplitter
interaction further includes determining a covariance matrix
using the graph adjacency matrix; and applying a beamsplit-
ter interaction having beamsplitting parameters based on the
covariance matrix.

[0027] In some embodiments, applying the beamsplitter
interaction includes applying an electromagnetic signal to a
second ancilla qubit coupled between the first and second
physical qubits, the electromagnetic signal having a 1ire-
quency approximately equal to a difference between reso-
nant frequencies of the first and second physical qubits, the
first and second physical qubits including cavity resonators.

[0028] In some embodiments, applying the beamsplitter
interaction mcludes applying the electromagnetic signal to a
transmon qubit.

[0029] In some embodiments, applying the beamsplitter
interaction includes applying the electromagnetic signal to
the second ancilla qubit, the electromagnetic signal config-
ured to cause four-wave mixing between the first quantum
state and the second quantum state.

[0030] In some embodiments, the method further includes
causing the controller to: apply a third squeezing operation
to a vacuum state of a third physical qubit to generate a
fourth quantum state; and after applying the beamsplitter
interaction between the first quantum state and the second
quantum state and before measuring the first quantum state:
first, apply a beamsplitter interaction between the second
quantum state and the fourth quantum state; and second,
apply a beamsplitter interaction between the first quantum
state and the second quantum state.

[0031] In some embodiments, the techniques described
herein relate to a method of operating a circuit quantum
clectrodynamics (cQED) system to execute a holographic
quantum circuit, the cQED system including a first physical
qubit and a second physical qubit, the method including:
applying a first squeezing operation to a vacuum state of a
first physical qubit to generate a first quantum state 1n the
first physical qubit; applying a second squeezing operation
to a vacuum state of a second physical qubit to generate a
second quantum state in the second physical qubit; causing
interference between the first quantum state and the second
quantum state by applying a beamsplitter interaction
between the first quantum state and the second quantum
state; and after applying the beamsplitter interaction: mea-
suring the first quantum state stored in the first physical
qubit; and imtializing a third quantum state in the first
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physical qubit by applying a third squeezing operation to a
vacuum state of the first physical qubiat.

[0032] In some embodiments, applying the first squeezing
operation to the first physical qubit includes applying an
clectromagnetic signal to a first ancilla qubit coupled to the
first physical qubit, the electromagnetic signal being con-
figured to cause three-wave or four-wave mixing between
the first quantum state and a state of the first ancilla qubat.
In some embodiments, the electromagnetic signal has a
frequency approximately equal to twice a resonant fre-
quency of the first physical qubit, the first physical qubait
including a first cavity resonator.

[0033] In some embodiments, applying the beamsplitter
interaction includes applying an electromagnetic signal to a
second ancilla qubit coupled between the first and second
physical qubits, the electromagnetic signal having a fre-
quency approximately equal to a diflerence between reso-
nant frequencies of the first and second physical qubits, the
first and second physical qubits including cavity resonators.

[0034] In some embodiments, applying the beamsplitter
interaction mcludes applying the electromagnetic signal to a
transmon qubit.

[0035] In some embodiments, applying the beamsplitter
interaction includes applying the electromagnetic signal to
the second ancilla qubit, the electromagnetic signal config-
ured to cause four-wave mixing between the first quantum
state and the second quantum state.

[0036] In some embodiments, the method further includes:
applying a third squeezing operation to a vacuum state of a
third physical qubit to generate a fourth quantum state; and
alter applying a beamsplitter interaction between the first
quantum state and the second quantum state and belore
measuring the first quantum state: first, applying a beam-
splitter interaction between the second quantum state and the
fourth quantum state; and second, applying a beamsplitter
interaction between the first quantum state and the second
quantum state.

[0037] In some embodiments, the techniques described
herein relate to a system, including: a compact quantum
computing system including: a first physical qubit; and a
second physical qubait; and at least one controller configured
to execute a holographic quantum circuit using the compact
quantum computing system by: applying a first squeezing
operation to a vacuum state of the first physical qubit to
generate a first quantum state i the first physical qubit;
applying a second squeezing operation to a vacuum state of
the second physical qubit to generate a second quantum state
in the second physical qubit; causing interiference between
the first quantum state and the second quantum state by
applying a beamsplitter interaction between the first quan-
tum state and the second quantum state; and after applying
the beamsplitter interaction: measuring the first quantum
state stored in the first physical qubit; and mitializing a third
quantum state 1n the first physical qubit by applying a third
squeezing operation to a vacuum state of the first physical
qubit.

[0038] In some embodiments, applying the first squeezing
operation to the first physical qubit includes applying an
clectromagnetic signal to a first ancilla qubit coupled to the
first physical qubit, the electromagnetic signal being con-
figured to cause three-wave or four-wave mixing between
the first quantum state and a state of the first ancilla qubat.
In some embodiments, the electromagnetic signal has a
frequency approximately equal to twice a resonant fre-

Mar. 6, 2025

quency of the first physical qubit, the first physical qubait
including a first cavity resonator.

[0039] In some embodiments, applying the beamsplitter
interaction ncludes applying an electromagnetic signal to a
second ancilla qubit coupled between the first and second
physical qubits, the electromagnetic signal having a 1re-
quency approximately equal to a difference between reso-
nant frequencies of the first and second physical qubits, the
first and second physical qubits including cavity resonators.
[0040] In some embodiments, applying the beamsplitter
interaction mcludes applying the electromagnetic signal to a
transmon qubit.

[0041] In some embodiments, applying the beamsplitter
interaction cludes applying the electromagnetic signal to
the second ancilla qubit, the electromagnetic signal config-
ured to cause four-wave mixing between the first quantum
state and the second quantum state.

[0042] Insome embodiments, the method further includes:
applying a third squeezing operation to a vacuum state of a
third physical qubit to generate a fourth quantum state; and
alter applying a beamsplitter interaction between the first
quantum state and the second quantum state and belore
measuring the first quantum state: first, applying a beam-
splitter interaction between the second quantum state and the
fourth quantum state; and second, applying a beamsplitter
interaction between the first quantum state and the second
quantum state.

[0043] The foregoing apparatus and method embodiments
may be implemented with any suitable combination of
embodiments, features, and acts described above or in
turther detail below. These and other aspects, embodiments,
and features of the present teachings can be more fully
understood from the following description 1 conjunction
with the accompanying drawings.

BRIEF DESCRIPTION OF DRAWINGS

[0044] Various aspects and embodiments will be described
with reference to the following figures. It should be appre-
ciated that the figures are not necessarily drawn to scale. In
the drawings, each identical or nearly identical component
that 1s illustrated in various figures 1s represented by a like
numeral. For purposes of clarity, not every component may
be labeled 1n every drawing.

[0045] FIG. 1A 1s a schematic diagram of an example of
a compact quantum computing system, in accordance with
some embodiments of the technology described herein.
[0046] FIG. 1B 1s a schematic diagram of an illustrative
circuit quantum electrodynamics (cQED) system that may
be used as part of the compact quantum computing system
of FIG. 1A, 1n accordance with some embodiments of the
technology described herein.

[0047] FIG. 2 1s a schematic diagram of another example
of a compact quantum computing system including a multi-
cavity system, 1n accordance with some embodiments of the
technology described herein.

[0048] FIG. 3A 1s an 1llustration of the crystal structure of
an 1llustrative enzyme receptor and ligand, and the inset
illustrates pharmacophores and potential binding interac-
tions between the two molecular structures, in accordance
with some embodiments of the technology described herein.
[0049] FIG. 3B 1s a binding interaction graph encoding the
potential binding interactions between the illustrative
enzyme receptor and ligand of FIG. 3A, 1n accordance with
some embodiments of the technology described herein.
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[0050] FIG. 4A 1s a schematic illustration of a quantum
circuit for performing Gaussian boson sampling using four
physical qubits.

[0051] FIG. 4B 1s a schematic illustration of the quantum
circuit of FIG. 4A as implemented using holographic com-
puting and a compact quantum computing system including
two physical qubits, 1n accordance with some embodiments
of the technology described herein.

[0052] FIG. 4C 1s a schematic diagram 1llustrating elec-
tromagnetic signals that may be applied to portions of a
compact quantum computing system to implement the quan-
tum circuit of FIG. 4B, 1n accordance with some embodi-
ments ol the technology described herein.

[0053] FIG. 5A 1s a schematic illustration of another
quantum circuit for performing Gaussian boson sampling
using four physical qubits.

[0054] FIG. 5B 1s a schematic illustration of the quantum
circuit of FIG. 4A as implemented using holographic com-
puting and a compact quantum computing system including,
three physical qubits, in accordance with some embodiments
of the technology described herein.

[0055] FIG. 6A 1s a comparison of calculated weights of
cliques 1dentified for the illustrative enzyme receptor and
ligand of FIG. 3A, the calculations performed using simu-
lations of tull Gaussian boson sampling circuits and circuits
implemented using holographic computing, 1n accordance
with some embodiments of the technology described herein.
[0056] FIG. 6B 1s a subgraph for the heaviest clique
obtained by the calculations of FIG. 6 A, in accordance with
some embodiments of the technology described herein.
[0057] FIG. 6C 1s an 1illustration of binding interactions
associated with the subgraph of FIG. 6B, 1n accordance with
some embodiments of the technology described herein.
[0058] FIG. 7 1s a flowchart illustrating a process of
identifying binding configurations between a first molecular
structure and a second molecular structure, in accordance
with some embodiments of the technology described herein.
[0059] FIG. 8 1s a flowchart illustrating a process of
executing a holographic quantum circuit using the compact
quantum computing system, i1n accordance with some
embodiments of the technology described herein.

[0060] FIG. 9A 1s a schematic diagram of index combi-
nations as perfect matchings of a graph with four nodes.
[0061] FIG. 9B 1s a schematic diagram illustrating con-
struction of a 2x2 submatrix from the 8x8 symmetric matrix
K=A%? for two photons measured in the last two output
modes of a Gaussian boson sampling circuit, 1n accordance
with some embodiments of the technology described herein.
[0062] FIG. 10 1s a schematic diagram of an illustrative
implementation of a computer system that may be used 1n
connection with some embodiments of the technology
described herein.

DETAILED DESCRIPTION

[0063] In the field of molecular modeling, molecular
docking techniques 1include methods to predict the preferred
orientations of one molecular structure relative to another
molecular structure when bound to form a stable complex.
Molecular docking techniques may be used, for example, to
predict stable binding configurations between molecular
structures being considered for pharmaceutical applications
(e.g., small molecule ligands) and respective biological
structures (e.g., biological receptors, proteins, peptides,
nucleic acids, lipids, etc.). While molecular docking tech-
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niques are particularly usetful for structure-based pharma-
ceutical and matenial discovery, the techniques are not
limited to predicting only biological or pharmaceutical
molecular interaction problems, as aspects of the technology
described herein are not limited 1n this respect.

[006d] However, due to the complex nature of large
molecular structures, including proteins and other biological
targets, molecular docking simulations are challenging 11 not
impossible to perform using classical computing systems
and algorithms. For example, several classes of molecular
docking problems require the calculation of permanents,
which 1s a problem known to be #P-hard, escalating to
#P-complete problems for binary matrices. Such complexity
therefore places these classes of problems beyond the reach
of conventional, classical computing techniques for suil-
ciently large matrices and correspondingly more complex
simulations.

[0065] Quantum computers that implement boson sam-
pling ofler a promising solution for such complex problems,
however. Boson sampling techniques involve sampling pho-
tons scattered by an N-mode linear interferometer. The
distribution of measured outcomes 1s defined in terms of the
permanent ol the NxN matrix of transition probability
amplitudes that define the linear interferometer. As a result,
boson sampling techniques enable the sampling of bosons
from a distribution that would be challenging or impossible
to simulate classically for large values of N.

[0066] The inventors have recognized and appreciated that
circuit quantum electrodynamic (cQED) quantum comput-
ing architectures provide an improved platform for the
implementation of boson sampling. While optical photons
are conventionally used to implement boson sampling, the
measurement of optical photons 1s diflicult to achueve with
near-unit efliciency. In contrast, cQED architectures utilize
microwave photons stored and retrieved from, for example,
microwave cavity resonators (€.g., a simple harmonic oscil-
lator with equidistant level spacing). The use of microwave
photons and microwave cavity resonators enables accurate
photon number measurements that are not possible using
optical photons such that boson sampling techniques may be
more accurately implemented using cQED architectures.
Boson sampling, implemented using cQED techniques, may
therefore be used to accelerate molecular docking simula-
tions by sampling from the space ol possible molecular
configurations.

[0067] The inventors have further recognized and appre-
ciated that boson sampling computations, when parameter-
1zed for implementation using conventional quantum circuit
techniques, may be too lengthy to perform on current
quantum computing platforms. For example, the example
molecular docking problem described herein 1s estimated,
for IBM’s Guadalupe v2 system, to require a quantum
circuit depth (e.g., a length of the quantum algorithm) of
14573 circuit layers after transpiling. However, 1t 1s esti-
mated that IBM’s Guadalupe v2 system can only practically
perform quantum circuits with a circuit depth less than 100.

[0068] Accordingly, the mventors have developed tech-
niques for performing boson sampling using holographic
quantum computing techniques as implemented on compact
quantum computing systems. In holographic quantum com-
puting, a complex quantum circuit using multiple physical
qubits may be rewritten (e.g., “linearized”) so that it may be
implemented using fewer physical qubits. The rewritten
quantum circuit may be implemented using simplified hard-
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ware by repurposing physical qubits to store or mampulate
different quantum i1nformation throughout the course of the
quantum circuit. For example, a physical qubit may be used
to store and/or operate on a first quantum state, the first
quantum state may be measured, and then the physical qubit
may be reinitialized with a second quantum state for use in
the next portion of the quantum circuit. In this manner,
smaller quantum computing devices (e.g., having two or
three physical qubits) may be used to implement complex
quantum circuits, including boson sampling circuits.

[0069] By measuring and reinstantiating quantum states
within quantum modes throughout the quantum circuit,
rather than at the end of the quantum circuit, longer quantum
circuits may be mmplemented. In particular, because the
individual quantum states are sampled more frequently and
are therefore less likely to decohere prior to measurement.
Within the context of molecular docking techniques, the use
ol holographic quantum computing enables the sampling of
larger state vectors—and therefore the solving of larger
molecular docking problems—than conventional quantum
circuit design.

[0070] Additionally, holographic quantum computing
techniques can be implemented using compact quantum
computing systems (e.g., systems having a fewer number of
qubits than quantum modes to be instantiated during the
length of the quantum circuit). Compact quantum computing
systems require less hardware complexity (e.g., requiring
fewer total qubits, ancilla qubits, and coupling devices) to
implement but, when used with holographic quantum com-
puting techniques, do not sacrifice computing complexity.
The techniques described herein therefore represent an
improvement to quantum computing techniques, allowing
for longer quantum circuits to be implemented without loss
of coherence and using fewer hardware components to
implement said quantum circuits.

[0071] In some embodiments, the techniques described
herein include systems and methods for identifying, using a
compact quantum computing system, binding configurations
between a first molecular structure and a second molecular
structure. As one example, the first molecular structure may
be a potential pharmaceutical compound (e.g., a small
molecule ligand), and the second molecular structure may be
a biological target (e.g., a receptor). The techniques include
generating a binding interaction graph describing possible
and/or compatible binding interactions between portions
(e.g., pharmacophores) of the first molecular structure and
the second molecular structure. The binding interaction
graph may be encoded mathematically as a graph adjacency
matrix, with entries of the graph adjacency matrix indicating,
whether pairs of interactions are compatible (e.g., can be
established simultaneously). The graph adjacency matrix
may further be weighted (e.g., using a weighting vector)
based on the intermolecular interactions ivolved 1n each
pair of interactions (e.g., based on binding potentials or other
chemical parameters).

[0072] In some embodiments, the graph adjacency matrix
may be used to parameterize a multimode Gaussian state
vector. The Gaussian state vector may then be used to
prepare a holographic matrix product state (MPS) circuit for
execution by a compact quantum computing system. There-
after, binding interactions between portions of the first and
second molecular structure may be identified by sampling
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the multimode Gaussian state vector (e.g., by executing the
holographic MPS circuit using the compact quantum com-
puting system).

[0073] Insome embodiments, after identifying the binding
interactions, one or more cliques within the binding inter-
action graph may be identified, where “cliques” describe
stable binding configurations between the first and second
molecular structure. In particular, the identified cliques may
be used to solve the maximum clique problem, 1n which the
largest fully connected subgraph within the binding inter-
action graph, representing the largest set of compatible
binding interactions, 1s 1dentified.

[0074] In some embodiments, techniques for executing a
holographic quantum circuit using a compact quantum com-
puting system are provided herein. In some embodiments,
the compact quantum computing system may be a cQED
system having a number of physical qubits that 1s smaller
than a number of boson modes to be sampled by execution
of the holographic quantum circuit. The techniques include
applying a first squeezing operation to a vacuum state of a
first physical qubit to generate a first quantum state in the
first physical qubit. Additionally, a second squeezing opera-
tion 1s applied to a vacuum state of a second physical qubit
to generate a second quantum state 1n the second physical
qubit. The first and/or second squeezing operations may be
applied by, for example, applying an electromagnetic signal
(e.g., a microwave signal) to an ancilla qubit coupled to the
first or second physical qubait, respectively.

[0075] In some embodiments, aiter applying the first and/
or second squeezing operations, a beamsplitter interaction
may be applied to the compact quantum computing system
in order to cause interierence between the first quantum state
and the second quantum state. For example, the beamsplitter
interaction may be applied by applying an electromagnetic
signal (e.g., a microwave signal) to an ancilla qubit or a
coupling device coupled between the first and second physi-
cal qubits. After applying the beamsplitter interaction, the
first quantum state stored 1n the physical qubit 1s measured
to sample a first portion of the Gaussian state vector.
Thereatter, a third quantum state 1s iitialized 1n the first
physical qubit by applying a third squeezing operation to a
vacuum state of the first physical qubiat.

[0076] Following below are more detailed descriptions of
various concepts related to, and embodiments of, techniques
for coupling quantum modes using a linear inductive cou-
pler. It should be appreciated that various aspects described
herein may be implemented 1n any of numerous ways.
Examples of specific implementations are provided herein
for illustrative purposes only. In addition, the various aspects
described 1n the embodiments below may be used alone or
in any combinations and are not limited to the combinations
explicitly described herein.

[0077] FIG. 1A 1s a schematic diagram of a quantum
system 100, according to some embodiments. The quantum
system 100 includes a first physical qubit 101, a second
physical qubit 102, a coupler 103, a first ancilla qubit 104,
a second ancilla qubit 105, and a microwave source 106. The
microwave source 106 may be communicatively coupled to
a controller 107 (e.g., comprising at least one computer
hardware processor) arranged to access one or more drive
wavelorms from library 109 stored on a computer-readable
storage medium 108. While only two physical qubits, one
coupler, and two ancilla qubits are shown 1n the example
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quantum system 100 of FIG. 1A, other embodiments may
include additional physical qubits, couplers, and/or ancilla
qubits.

[0078] In some embodiments, the first physical qubit 101
and the second physical qubit 102 may be any type of cavity
resonator configured to support a quantum states (e.g., to
support photons). For example, 1n some embodiments, the
first physical qubit 101 and the second physical qubit 102
may be a transmission line resonator or a three-dimensional
microwave resonator cavity. In some embodiments, the
three-dimensional microwave resonator cavity may be
formed from a superconducting material, such as aluminum.

[0079] The coupler 103 may be configured to provide
switchable beamsplitter interactions between quantum states
stored 1n the first physical qubit 101 and the second physical
qubit 102. For example, the coupler 103 may actuate Ham-
iltonians of the form H=g(a,Ta,+a,a,”) between quantum
states stored in the first physical qubit 101 and the second
physical qubit 102. The coupler 103 may be implemented
using, for example, a superconducting circuit including but
not limited to a transmon qubit, a superconducting nonlinear
asymmetric inductive element (SNAIL), a flux-pumped DC
superconducting quantum interference device (SQUID),
and/or any suitable parametric coupler. The coupler 103 may
be arranged to implement a beamsplitter interaction between
quantum states stored 1n the first physical qubit 101 and the
second physical qubit 102 using, for example, four-wave
mixing and/or three-wave mixing processes.

[0080] In some embodiments, the first ancilla qubit 104
and the second ancilla qubit 105 may be dispersively
coupled to the first physical qubit 101 and the second
physical qubit 102, respectively. Each ancilla qubit 104, 105
may be coupled to a single physical qubit of the quantum
system 100. The ancilla qubits 104, 105 may be any suitable
quantum system having three distinct states (e.g., a multi-
state quantum system), such as but not limited to, those
based on a superconducting Josephson junction such as a
charge qubit (Cooper-pair box), a flux qubit or a phase qubit,
a transmon qubit, or combinations thereof. The ancilla
qubits 104, 105 may be controlled (e.g., by microwave
signals generated by microwave source 106) to implement
rotations of quantum states of the ancilla qubits 104, 105
themselves. Additionally, the ancilla qubits 104, 105 may be
controlled to mteract with the associated physical qubits 101
and 102, respectively, to implement controlled interactions
between the quantum states stored in the physical qubits 101

and 102 and the respective states of the ancilla qubits 104,
105.

[0081] In some embodiments, the microwave source 106
may be coupled to the first physical qubit 101, the second
physical qubit 102, the first ancilla qubit 104, the second
ancilla qubit 105, and/or the coupler 103. The coupling
between the microwave source 106 and the other compo-
nents of the quantum system 100 provides a way for the
microwave source to apply microwave radiation to each of
the components of the quantum system 100. In some
embodiments, the microwave source 106 may be capaci-
tively coupled to each of the components and may be
configured to apply one or more electromagnetic signals
(e.g., microwave drive wavelorms) to the coupled compo-
nents. In some embodiments, the microwave source 106
may be multiple microwave sources.

[0082] In some embodiments, a library of precomputed
drive wavelorms may be stored on a computer readable
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storage medium and accessed 1n order to apply said wave-
forms to one or more components of the quantum system
100. For example, controller 107 may access the library of
drive wavelorms 109 stored on storage medium 108 (e.g., in
response to user mput provided to the controller) and control
the microwave source 106 to apply drive wavelforms to one
or more components of the quantum system 100.

[0083] As used herein, application of such an electromag-
netic signal or pulse may also be referred to as “driving” of
the ancilla qubit and/or the physical qubit. Coupling may
utilize any technique(s) to couple the ancilla qubit and the
physical qubit, such as by coupling electric and/or magnetic
fields generated by the ancilla qubit and the physical qubat.
According to some embodiments, the ancilla qubit (e.g., a
transmon) may be coupled to the physical qubit, being a
mechanical resonator, via a piezoelectric coupling. Accord-
ing to some embodiments, the ancilla qubits 104, 105 may
be coupled to the physical qubits 101 and 102, being a
magnetic resonator, by coupling the ancilla qubit (e.g., a
transmon) to phonons, which in turn couple to magnons via
magnetostrictive coupling.

[0084] FIG. 1B 1s a schematic diagram of hardware com-
ponents of an 1illustrative quantum system 110 that may be
used as part of the quantum system 100 of FIG. 1A (for
simplicity the microwave source 106, controller 107, and
storage medium 108 are not shown 1n the example of FIG.
1B), according to some embodiments. The quantum system
110 includes a first three-dimensional (3D) cavity 111, a
second 3D cavity 121, a coupling device 131, a first ancilla
device 141, and a second ancilla device 151.

[0085] In some embodiments, the first and second 3D
cavities 111 and 121 each act as a 3D version of a A/4
transmission line resonator between central stubs 114 and
124, respectively, and outer walls 115 and 125, respectively.
For example, the diameter of central stubs 114 and 124 may
be 3.2 mm and the diameter of the outer walls 115 and 1235
may be 9.5 mm. It 1s noted, however, that embodiments are
not limited to any particular dimensions. The resonant
frequency of each of the physical qubits 101 and 102 may be
determined by the height of the central stub 114 and 124
within their respective cavity. For example the central stub
114 may have a height of 4.8 mm and the second central stub
124 may have a height of 5.6 mm. The first 3D cavity 111
supports microwave radiation 112 of a first frequency and
the second 3D cavity 121 supports microwave radiation 122
of a second frequency that 1s different from the first fre-
quency. In some embodiments, the first cavity 111 and the
second cavity 121 include ports 113 and 123, respectively,
through which microwave radiation from the microwave
source 106 may be applied. Applying microwave radiation
to a cavity may, for example, implement a displacement
operation on the quantum state of the cavity.

[0086] In some embodiments, the coupling device 131
includes a coupling transmon 134 that provides a nonlinear
interaction between the first cavity 111 and the second cavity
121. The transmon 134 1s coupled to a first antenna 135 that
1s 1nserted at least partially into the first cavity 111 and a
second antenna 136 that 1s inserted at least partially into the
second cavity 121 such that at least a portion of each antenna
protrudes into 1ts respective cavity. The first and second
antennas 135/136 may be, for example, circular pads that
provide capacitive coupling to the first and second cavities
111/121, respectively.
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[0087] In some embodiments, the coupling device 131
also includes a resonator 138 that provides the ability to
readout the state of the transmon 134. A third antenna 137
couples the resonator 138 to the resonator 138. In some
embodiments, the resonator 138 1s a quasi-planar resonator
(e.g., a stripline resonator) with a lower Q value than either
the first cavity 111 or the second cavity 121. In some
embodiments, the transmon 134 and the resonator 138 are
fabricated on a single sapphire substrate. A readout pulse of
microwave radiation may be received by a pump port 132
and a resulting microwave signal may be received from
readout port 133.

[0088] In some embodiments, the nonlinearity of the
transmon 134 of the coupling device 131 enables four-wave
mixing, which 1s used to perform a frequency-converting
bilinear coupling between the first cavity 111 and the second
cavity 121. The four-wave mixing 1s controlled by pumping
the transmon 134 via a pump port 132 with microwave
radiation that safisfies the frequency matching condition
0, —W,=0,,—0,,, Where ®, 1s the resonant frequency of the
first cavity 111, ®, 1s the resonant frequency of the second
cavity 121, ®,, 1s the frequency of the first pump associated
with a mode ¢, and ®,, 1s the frequency of the second pump
assoclated with a mode d. This coupling implements an
effective time-dependent beamsplitter interaction between
the cavity modes. As 1s known from conventional opfics, the
unitary evolution of the beam splitter 1s described by the
unitary operator:

Ugzs(8) = E—fﬁﬁgg(f T _ Efﬂ(a*bmb*)

P

where

Hpo(T) = gr(’r)(fb + ab*),

H=fg(f)df.
0

[0089] For O=mn/2, the beam splitter unitary operator
implements the SWAP operation that exchanges the states
between the two cavity modes associated with the annihi-
lation operators a and b, respectively. For O=1/4 and 8=—mn/4
the unitary operator corresponds to a 50/50 beamsplitter. The
beamsplitter interaction may accordingly be tuned using the
parameter 0.

[0090] In some embodiments, first ancilla device 141 1s
similar to the coupling device 131, but only couples to the
first cavity 111, not both cavities. The first ancilla device
includes a pump port 142 for driving a transmon 144 with
pump and readout pulses of microwave radiation and a
readout port 143 for receiving readout microwave signals
from the transmon 144. The transmon 144 1s coupled to the
first cavity 111 via a first antenna pad 145 that at least
partially protrudes into the first cavity 111. A second antenna
pad 146 couples the transmon 144 to a quasi-planar reso-
nator 147.

[0091] In some embodiments, the second ancilla device
151 1s similar to the first ancilla device 141, but 1s coupled
to only the second cavity 121, not the first cavity 111. The
second ancilla device includes a pump port 152 for driving
a transmon 154 with pump and readout pulses of microwave
radiation and a readout port 153 for receiving readout
microwave signals from the transmon 154. The transmon

and
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154 1s coupled to the first cavity 111 via a first antenna pad
155 that at least partially protrudes into the first cavity 111.
A second antenna pad 156 couples the transmon 144 to a
quasi-planar resonator 147.

[0092] In some embodiments, the first ancilla device 141
and the second ancilla device 151 may be used to control
and/or measure quantum states stored 1n the cavities 111 and
121, respectively. For example, quantum states may be
instantiated in either of the cavities 111 or 121 by applying
a squeezing operation to the cavities 111 or 121 via the
respective ancilla devices 141 or 151. The squeezing opera-
tions may be implemented by driving an ancilla device 141
or 151 with an electromagnetic signal having a frequency
approximately equal to twice a resonant frequency of the
respective cavity 111, 121.

[0093] FIG. 2 1s a schematic diagram of another example
of a compact quantum computing system 200 including a
multi-cavity system 210, 1n accordance with some embodi-
ments of the technology described herein. The multi-cavity
system 210 includes multiple cavities 212-1 through 212-N
(e.g., microwave cavity resonators) and respective ancilla
qubits 214-1 through 214-N each coupled to one of the
cavities 212-1 through 212-N. The ancilla qubits 214-1
through 214-N may be, for example, transmon qubits The
multi-cavity system 210 may be, for example, a single piece
of superconducting material (e.g., aluminum) with each of
the cavities 212-1 through 212-N formed integrally (e.g., by
machining or other techniques). The ancilla qubits 214-1
through 214-N may be integrated into the multi-cavity
system 210 or may be coupled from an external position.
The ancilla qubits 214-1 through 214-N may be configured
to, for example, manipulate quantum states stored in the
cavities 212-1 through 212-N (e.g., by applying single-qubit
quantum gates, by measuring the quantum states, and/or by
instantiating the quantum states).

[0094] In some embodiments, the compact quantum com-
puting system 200 also includes an external ancilla qubit 202
coupled to the multi-cavity system 210 by a transfer cavity
204 and a coupler 206. The ancilla qubit 202 may be, for
example, a charge qubit (Cooper-pair box), a flux qubit or a
phase qubit, a transmon qubit, or combinations thereof. The
transfer cavity 204 may be, for example, a microwave cavity
resonator configured to store a quantum state instantiated by

the ancilla qubit 202.

[0095] In some embodiments, the coupler 206 may be a
parametric coupler configured to couple pairs of quantum
states stored 1n cavities 212-1 through 212-N or to couple a
quantum state stored in one of the cavities 212-1 through
212-N to a quantum state stored 1n the transfer cavity 204.
The coupler 206 may be, for example, any suitable para-
metric coupler including but not limited to a SNAIL or

SQUID.

[0096] In some embodiments, the compact quantum com-
puting system 200 may include a microwave source 106
coupled to the external ancilla qubit 202 and the multi-cavity
system 210. The microwave source 106 may be configured

to apply microwave signals to one or more of the external
ancilla qubit 202, the cavities 212-1 through 212-N, and/or

the ancilla qubits 214-1 through 214-N to cause the appli-
cation of quantum operations to respective components of
the compact quantum computing system 200.

[0097] In some embodiments, a library of precomputed
drive waveforms may be stored on a computer readable
storage medium and accessed 1n order to apply said wave-
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forms to one or more components ol the quantum system
100. For example, controller 107 may access the library of
drive wavetorms 109 stored on storage medium 108 (e.g., 1n
response to user mput provided to the controller) and control
the microwave source 106 to apply drive wavetorms to one
or more components of the quantum system 100.

[0098] FIG. 4A illustrates a quantum circuit diagram for
performing Gaussian boson sampling and/or molecular
docking simulations. The four lines represent quantum states
stored 1n four physical qubits (e.g., four cavity resonators)
and the diagram, from left to right, indicates operations
performed on each of the quantum states as time progresses.
To perform Gaussian boson sampling using a four qubait
system, each qubit starts in a vacuum state, |10} and is
mitialized by a squeezing operation, S. Thereafter, a
sequence of beamsplitter interactions, BS, are applied
between pairs of the four qubits. At the end, each quantum
state 1s measured (M1-M4) to determine a number of
photons stored in each qubit.

[0099] The quantum circuit of FIG. 4A requires the use of
four physical qubits and associated hardware including
ancillae, coupling devices, microwave mputs and readouts,
ctc. However, lineanizing the quantum circuit using holo-
graphic quantum computing substantially reduces the
required hardware complexity. FIG. 4B illustrates such a
quantum circuit diagram for performing Gaussian boson
sampling and/or molecular docking simulations, 1n accor-
dance with some embodiments described herein.

[0100] The quantum circuit of FIG. 4B 1s configured to be
implemented using a two-mode quantum system (e.g., as
described in connection with FIGS. 1A and 1B). Two
quantum states, q, and q,, are 1mtialized in two physical
qubits (e.g., cavity resonators) using associated squeezing
operations, S; and S,. A first beamsplitter interaction, BS, -,
1s then implemented between the two quantum states g, and
g, stored 1n the two physical qubits. The first quantum state
q, may then be measured to obtain measurement MI.
Thereaftter, a third quantum state q, may be 1nitialized 1n the
original first physical qubit. This process may be iterated
until the entire computation 1s completed.

[0101] FIG. 4C 1s a schematic pulse diagram 400 1llus-
trating electromagnetic signals that may be applied to por-
tions of a compact quantum computing system (e.g., the
systems of FIGS. 1A-1B) to implement the quantum circuit
of FIG. 4B, 1n accordance with some embodiments of the
technology described herein. The pulse diagram 400 illus-
trates the application of the electromagnetic signals with
time increasing irom left to right. The top three signals in

section 402 may be applied to an ancilla qubit (e.g., devices
104 or 141 of FIG. 1A or 1B, respectively) coupled to a first

physical qubit (e.g., physical qubits 101 or 111 of FIG. 1A
or 1B, respectively). The middle three signals 1n section 404
may be applied to a coupling device (e.g., devices 103 or 131
of FIG. 1A or 1B, respectively) coupled between two
physical qubits. The lower three signals in section 406 may
be applied to an ancilla qubit (e.g., devices 105 or 151 of
FIG. 1A or 1B, respectively) coupled to a second physical
qubit (e.g., physical qubits 102 or 121 of FIG. 1A or 1B,

respectively).

[0102] The pulse diagram 400 includes, for each signal
line, a notation at left indicating the frequency of each
clectromagnetic signal applied to the compact quantum
computing system. In section 402, the signal lines corre-
spond, from top to bottom, to electromagnetic signals
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applied to the first ancilla qubit and having frequencies
approximately equal to the resonant frequency of a first
readout resonator coupled to the first ancilla qubit, o, ,,
approximately equal to the resonant frequency of the first
ancilla qubit, w_,, and approximately equal to twice the
resonant frequency of the first physical qubit, 2m, . In section
404, the signal lines correspond, from top to bottom, to
clectromagnetic signals applied to the coupling device and
having frequencies approximately equal to a difference
between the resonant frequency of the first physical qubit
and the resonant frequency of the readout resonator coupled
to the coupling device, w,-m,,, approximately equal to a
difference between the resonant frequencies of the first and
second physical qubits, ®,-m,, and approximately equal to
a difference between the resonant frequency of the second
physical qubit and the resonant frequency of the readout
resonator coupled to the coupling device, w,—wm, ;. In section
406, the signal lines correspond, from top to bottom, to
clectromagnetic signals applied to the second ancilla qubait
and having frequencies approximately equal to twice the
resonant Irequency of the second physical qubit, 2m,,
approximately equal to the resonant frequency of the second
ancilla qubit, wq,, and approximately equal to the resonant
frequency of a second readout resonator coupled to the first
ancilla qubit, w .

[0103] In some embodiments, the pulse diagram 400
begins with the application of squeezing and beamsplitting
operations in portion 410. The electromagnetic signals of
sections 402 and 406 in portion 410 correspond to the
application of squeezing operations to each of the physical
qubits, the squeezing operations configured to nitialize
quantum states in each of the physical qubits. The squeezing
operation may be implemented by the application of single
clectromagnetic pulses (e.g., microwave pulses) to each of
the ancilla qubits. The beamsplitting operation may be
implemented by the application of a single electromagnetic
pulse (e.g., a microwave pulse) to the coupling device after
the application of the squeezing operations. The electromag-
netic signal implementing the beamsplitting operation may
have a frequency configured to cause three-wave or four-
wave mixing between the two physical qubits.

[0104] In some embodiments, the pulse diagram 400 may
then proceed to measuring and resetting the first physical
qubit in portion 420. The first physical qubit may be
measured by applying, to the first ancilla qubit, two elec-
tromagnetic pulses having a frequency approximately equal
to w,, followed by the application of an electromagnetic
pulse having a frequency approximately equal to m_,, caus-
ing readout from the first physical qubit and measurement of
mode M1 as depicted in FIG. 4B. The state of the first
physical qubit may then be reset by applying an electro-
magnetic pulse to the coupling device.

[0105] In some embodiments, the pulse diagram 400 may
then proceed to a second set of squeezing and beamsplitting
operations 1n portion 430. The squeezing operation may be
implemented by applying an electromagnetic signal to the
first ancilla qubit and may be configured to 1mitialize a new
quantum state in the first physical qubit. As in portion 410,
the beamsplitting operation may be implemented by apply-
ing an electromagnetic signal to the coupling device and
may be configured to cause interference between the quan-
tum states stored 1n the first and second physical qubits.

[0106] In some embodiments, the pulse diagram 400 may
then proceed to measuring and resetting the second physical
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qubit 1n portion 440. The second physical qubit may be
measured by applying, to the second ancilla qubit, two
clectromagnetic pulses having a frequency approximately
equal to w_, tollowed by the application ot an electromag-
netic pulse having a frequency approximately equal to o,
causing readout from the second physical qubit and mea-
surement of mode M2 as depicted 1n FIG. 4B. The state of
the second physical qubit may then be reset by applying an
clectromagnetic pulse to the coupling device.

[0107] In some embodiments, the pulse diagram 400 may
then proceed to a third set of squeezing and beamsplitting,
operations 1n portion 450. The squeezing operation may be
implemented by applying an electromagnetic signal to the
second ancilla qubit and may be configured to initialize a
new quantum state in the second physical qubit. As in
portions 410 and 430, the beamsplitting operation may be
implemented by applying an electromagnetic signal to the
coupling device and may be configured to cause interference
between the quantum states stored in the first and second
physical qubits.

[0108] In some embodiments, the pulse diagram 400 may
then proceed to measurements of both physical qubits in
portion 460. The measurements of each quantum state may
proceed as described in connection with portions 420 and
440 but may be performed concurrently. The measurements
of portion 460 correspond to the measurements of modes

M3 and M4 as depicted in FIG. 4B.

[0109] In some embodiments, the quantum circuits of
FIGS. 4A and 4B may be implemented using a compact
quantum system having three physical qubits (e.g., a system
like that of FIG. 1B but including an additional cavity
resonator, coupling ancilla, and/or an additional a readout
cavity, or a multi-cavity system like that of FIG. 2). FIG. SA
illustrates the same quantum circuit diagram of FIG. 4 A with
two layers of beamsplitters. The circuit of FIG. SA may be
linearized using holographic quantum computing tech-
niques, as depicted 1n the example of FIG. 5B, where three
physical qubits are used to implement the circuit.

[0110] In some embodiments, the quantum circuits of
FIGS. 4B and/or 5B may be executed to perform simulations
of molecular docking, which predict noncovalent interac-
tions between two molecules (e.g., a pharmaceutical mol-
ecule and a biological target such as a receptor). Orientations
of the two molecules of interest may be represented by a
graph, where vertices correspond to pairs of interactions
between pharmacophores, and the edges connect pairs of
interaction with compatible Fuclidean distances between
atomic interactions. This graph may be represented by a
weighted adjacency matrix, with elements indicating
whether a particular interaction 1s compatible and values
corresponding to a strength of that interaction.

[0111] FIG. 7 1s a flowchart illustrating a process 700 of
identifying binding configurations between a first molecular
structure and a second molecular structure, in accordance
with some embodiments of the technology described herein.
Portions of process 700 may be performed by any suitable
classical computing device or devices, as aspects of the
technology described herein are not limited 1n this respect.
For example, portions of process 700 may be performed by
a classical computing device that 1s part of a compact
quantum computing system. In other embodiments, portions
of process 700 may be performed by one or more classical
computing devices external to the compact quantum com-
puting system.
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[0112] In some embodiments, process 700 begins at act
710, where a binding interaction graph may be generated.
The binding interaction graph may describe possible binding
interactions between portions of the first molecular structure
and portions of the second molecular structure. In some
embodiments, the first molecular structure may be a target
pharmaceutical compound (e.g., a ligand or other small
molecule) and the second molecular structure may be a
biological target (e.g., a receptor, protein, or other biological
molecular structure).

[0113] In some embodiments, the binding interaction
graph may be encoded as a graph adjacency matrix. The
graph adjacency matrix, A, may be an MxM matrix, where
M 1s the total number of possible interactions between the
first and second molecular structures. Entries, A, of the
graph adjacency matrix may be equal to one where the
interactions 1 and j are compatible and may otherwise be
equal to zero.

[0114] In some embodiments, the graph adjacency matrix
may further be modified by a weighting vector. The weight-
ing vector may be arranged to weight the compatible inter-
actions between portions of the first and second molecular
structures based on interaction strengths between the rel-
evant portions of the first and second molecular structures
(e.g., based on binding athnity or other aspects of intermo-
lecular interactions), as described in the section titled “Inter-
action Graph™ herein.

[0115] In some embodiments, after act 710, the process
700 may proceed to act 720, 1n which a multimode Gaussian
state vector may be parameterized using the graph adjacency
matrix. For example, the graph adjacency matrix, A, may be
used to encode the graph problem (e.g., of molecular dock-
ing) into Gaussian quantum states, as described in the
section titled “Multimode Gaussian of Bosonic Modes”
herein. In particular, the graph adjacency matrix, A, may be
encoded 1nto a covariance matrix used to define parameters
of the operations to be implemented on the compact quan-
tum computing system.

[0116] In some embodiments, after act 720, the process
700 may proceed to act 730, 1n which binding interactions
may be determined by sampling, using holographic com-
puting techniques implemented on a compact quantum com-
puting system (e.g., a quantum computing system having
tewer physical qubits than Gaussian modes to be sampled),
the multimode Gaussian state vector. To sample the multi-
mode Gaussian state vector using holographic computing
techniques, a series ol quantum operations may be per-
formed using the compact quantum computing system as
described 1n connection with FIGS. 4A-5B and FIG. 8
herein. In some embodiments, identifying the binding inter-
actions may include, when measuring a quantum state,
detecting a photon stored in a physical qubit.

[0117] In some embodiments, after act 730, the process
700 may proceed to act 740, 1n which one or more cliques
within the binding interaction graph may be 1dentified using
the determined binding interactions. The cliques may cor-
respond to stable binding configurations between two or
more compatible binding pairs of the first and second
molecular structures, as described in the section titled
“Molecular Docking Mapped as a Graph Search Problem”
herein. In some embodiments, a clique or cliques with larger
sampling weights may be 1dentified as being the most stable
molecular configuration(s) for the first and second molecular
structures.
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[0118] In some embodiments, the method may further
comprise 1dentifying the first molecular structure as a can-
didate pharmaceutical compound (e.g., based on the identi-
fied cliques and/or binding interactions). The method may
include manufacturing the first molecular structure and may
turther include determining safety and/or eflicacy of the first
molecular structure by performing a clinical and/or nonclini-
cal study using the first molecular structure.

[0119] FIG. 8 1s a flowchart illustrating a process 800 of
executing a holographic quantum circuit using a compact
quantum computing system, 1n accordance with some
embodiments of the technology described herein. Process
800 may be performed using any suitable compact quantum
computing system. For example, process 800 may be per-
formed using one or more of the compact cQED quantum
computing systems as described in connection with FIGS.

1A-1B and/or 2 herein.

[0120] In some embodiments, the process 800 may begin
at act 810, in which a first squeezing operation may be
applied to a vacuum state of a first physical qubit to generate
a {irst quantum state in a first physical qubit. The squeezing
operation may be implemented, for example, by applying an
clectromagnetic signal to a first ancilla qubit coupled to the
first physical qubit (e.g., to cause three- or four-wave mixing
between the first ancilla qubit and the first physical qubait).
The electromagnetic signal may be, for example, a micro-
wave signal having a frequency approximately equal to
twice the resonant frequency of the first physical qubit. In
some embodiments, parameters of the first squeezing opera-
tion may be determined based on a graph adjacency matrix
(e.g., 1n the context of a graph-based simulation problem).

[0121] In some embodiments, after act 810, the process
800 may proceed to act 820 1n which a second squeezing
operation may be applied to a vacuum state of a second
physical qubit to generate a second quantum state in the
second physical qubit. The squeezing operation may be
implemented, for example, by applying an electromagnetic
signal to a second ancilla qubit coupled to the second
physical qubit (e.g., to cause three- or four-wave mixing
between the second ancilla qubit and the second physical
qubit). The electromagnetic signal may be, for example, a
microwave signal having a frequency approximately equal
to twice the resonant frequency of the second physical qubat.
In some embodiments, parameters of the second squeezing
operation may be determined based on a graph adjacency
matrix (e.g., 1 the context of a graph-based simulation
problem).

[0122] In some embodiments, after act 820, the process
800 may proceed to act 830 1n which interference between
the first quantum state and the second quantum state may be
caused by applying a beamsplitter interaction between the
first quantum state and the second quantum state. Applying
the beamsplitter interaction may be performed by applying
an electromagnetic signal (e.g., a microwave signal) to a
third ancilla qubit coupled between the first and second
physical qubits. The beamsplitter interaction may cause
interference between the first and second quantum states by
causing four-wave mixing between the first and second
quantum states.

[0123] In some embodiments, the electromagnetic signal
having a frequency approximately equal to a difference
between resonant frequencies of the first and second physi-
cal qubits. In some embodiments, the electromagnetic signal
implementing the beamsplitter interaction may have param-
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cters (e.g., beamsplitting parameters) determined based on a
covarlance matrix determined using a graph adjacency
matrix (e.g., 1n the context of graph-based simulation prob-
lems).

[0124] In some embodiments, after act 840, the process
800 may proceed to act 850, 1n which the first quantum state
stored 1n the first physical qubit may be measured. The first
quantum state may be measured by applying to the first
ancilla qubit two electromagnetic pulses having a frequency
approximately equal to a resonant frequency of the first
ancilla qubit followed by the application of an electromag-
netic pulse having a frequency approximately equal to the
resonant frequency of a readout resonator coupled to the first
ancilla qubit, causing readout from the first physical qubait
and measurement of mode M1 as depicted 1n FIG. 4B. The
state of the first physical qubit may then be reset by applying
an electromagnetic pulse to the coupling device.

[0125] In some embodiments, after act 850, the process
800 may proceed to act 860, 1n which a third quantum state
may be mitialized in the first physical qubit by applying a
third squeezing operation to a vacuum state of the first
physical qubit, as described in connection with FIG. 4C
herein. In this manner, a large Gaussian state vector may be
sampled by instantiating, interfering, and measuring quan-
tum states using a compact quantum computing system.

[0126] In some embodiments, the compact quantum com-
puting system may include a third physical qubit. In such
embodiments, the process 800 may include additional acts
ol instantiating quantum states 1n the third physical qubait
and causing 1nterference between those states and the quan-
tum states stored in the first and/or second physical qubit.
For example, the process 800 may further include applying
a third squeezing operation to a vacuum state of a third
physical qubit to generate a fourth quantum state. The third
squeezing operation may be implemented, for example, by
applying an electromagnetic signal to a third ancilla qubait
coupled to the third physical qubit (e.g., to cause three- or
four-wave mixing between the third ancilla qubit and the
third physical qubait). The electromagnetic signal may be, for
example, a microwave signal having a frequency approxi-
mately equal to twice the resonant frequency of the third
physical qubit. In some embodiments, parameters of the
third squeezing operation may be determined based on a
graph adjacency matrix (e.g., in the context of a graph-based
simulation problem).

[0127] In some embodiments, after act 830 and before act
840, a second beamsplitter interaction may be applied
between the second quantum state stored in the second
physical qubit and the fourth quantum state stored in the
third physical qubit. After the application of the second
beamsplitter interaction, a third beamsplitter interaction may
be applied between the first quantum state and the second
quantum state.

[0128] One example of a molecular docking problem 1s
illustrated 1n FIG. 3A, 1n accordance with some embodi-
ments of the technology described herein. In this example,
the crystal structure 302 of the tumor necrosis factor-c.
converting enzyme receptor (ITACE) and a thiol-containing
aryl sulfonamide ligand 304 are depicted. In the 1nset of the
image, potential binding interactions 306a and 3065 are
highlighted, showing two potential binding interactions
between the enzyme receptor structure and the ligand struc-
ture that could occur concurrently. The binding interactions
306a and 3065 involve four pharmacophores of the ligand
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(Al, D1, HI1, and H2) and six pharmacophores of the
enzyme receptor (al, a2, a3, dl, d3, and hl).

[0129] The interactions between the crystal structure 302
and the ligand 304 may be encoded 1n a binding interaction
graph 310, as shown 1n FIG. 3B, 1n accordance with some
embodiments of the technology described herein. The bind-
ing interaction graph 310 shows all possible pairwise ligand-
receptor interactions for the molecular docking problem of
FIG. 3A, with vertices, V, corresponding to pairwise inter-
actions and edges, E, linking interactions that can occur
concurrently. Larger vertices indicate heavier weights (e.g.,
stronger 1nteractions).

[0130] FIGS. 6A-6C 1llustrate solutions to the molecular
docking problem of FIGS. 3A-3B, 1n accordance with some
embodiments of the technology described herein. FIG. 6A 1s
a bar chart comparing calculated weights of three cliques
(e.g., subgraphs of the binding interaction graph 310 1ndi-
cating possible concurrent bindings) identified for the struc-
ture of FIG. 3A. The weights were sampled using a full
Gaussian boson sampling circuit (e.g., similar to the
examples of FIGS. 4A and 5A) and using a holographic
implementation (e.g., similar to the examples of FIGS. 4B
and 5B). As seen 1 FIG. 6A, both techniques result 1n
similar weighted values and 1dentified the same cliques of
concurrent binding interactions.

[0131] FIG. 6B illustrates the binding interaction graph of
FIG. 3B with the subgraph for the heaviest clique (weight=3.
99) obtained by the calculations of FIG. 6A, 1n accordance
with some embodiments of the technology described herein.
The subgraph 1s 1ndicated by the open vertices 600a, while
closed vertices 6005 1ndicate pairwise interactions that are
not part of the selected clique. FIG. 6C 1s an illustration of
binding interactions associated with the identified clique
represented by the subgraph of FIG. 6B.

[0132] Having thus described several aspects and embodi-
ments of the technology set forth in the disclosure, it 1s to be
appreciated that various alterations, modifications, and
improvements will readily occur to those skilled in the art.
Such alterations, modifications, and improvements are
intended to be within the spirit and scope of the technology
described herein. For example, those of ordinary skill in the
art will readily envision a variety of other means and/or
structures for performing the function and/or obtaiming the
results and/or one or more ol the advantages described
herein, and each of such variations and/or modifications 1s
deemed to be within the scope of the embodiments described
herein. Those skilled in the art will recognize or be able to
ascertain using no more than routine experimentation many
equivalents to the specific embodiments described herein. It
1s, therefore, to be understood that the foregoing embodi-
ments are presented by way of example only and that, within
the scope of the appended claims and equivalents thereto,
inventive embodiments may be practiced otherwise than as
specifically described. In addition, any combination of two
or more Ieatures, systems, articles, materials, kits, and/or
methods described herein, 1f such features, systems, articles,
materials, kits, and/or methods are not mutually 1nconsis-
tent, 1s included within the scope of the present disclosure.

[0133] The above-described embodiments can be imple-
mented 1n any of numerous ways. One or more aspects and
embodiments of the present disclosure involving the perfor-
mance of processes or methods may utilize program 1nstruc-
tions executable by a device (e.g., a computer, a processor,
a controller, or other device) to perform, or control perfor-
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mance of, the processes or methods. In this respect, various
inventive concepts may be embodied as a computer readable
storage medium (or multiple computer readable storage
media) (e.g., a computer memory, one or more floppy discs,
compact discs, optical discs, magnetic tapes, flash memo-
ries, circuit configurations in Field Programmable Gate
Arrays or other semiconductor devices, or other tangible
computer storage medium) encoded with one or more pro-
grams that, when executed on one or more computers or
other processors, perform methods that implement one or
more of the various embodiments described above. The
computer readable medium or media can be transportable,
such that the program or programs stored thereon can be
loaded onto one or more different computers or other pro-
cessors to implement various ones of the aspects described
above. In some embodiments, computer readable media may
be non-transitory media.

[0134] Also, as described, some aspects may be embodied
as one or more methods. The acts performed as part of the
method may be ordered 1n any suitable way. Accordingly,
embodiments may be constructed in which acts are per-
formed in an order different than illustrated, which may
include performing some acts simultaneously, even though
shown as sequential acts 1n illustrative embodiments.

Example

[0135] Graph theory aids 1in the modeling of molecules,
chemical datasets, and reaction networks, as shown 1n recent
studies. It enables easier calculations 1n diverse areas from
cheminformatics to quantum chemistry, and polymer chem-
1stry. Despite 1ts utility, the complex nature of molecules and
chemical databases often results in large graphs, challenging
the capabilities of classical algorithms. For instance, several
classes of problems require the computation of permanents,
which 1s known to be a #P-hard, escalating to #P-complete
for binary matrices. Such complexity places these compu-
tations beyond the reach of conventional methods. Near-
term quantum computers that implement Boson Sampling
(BS) offer a promising quantum solution. Here, the appli-
cation of BS to simulations of molecular docking 1is
explored, focusing on the possibility of sampling subgraphs
describing the interactions between a molecule and a bio-
logical receptor using compact bosonic processors.

[0136] BS involves the sampling of photons dispersed
through a passive N-mode linear interferometer on quantum
calculations of permanents and determinants. In such experi-
ments, the outcome distribution 1s determined by the per-
manent of the NxIN matrix representing the transition prob-
ability amplitudes of the linear interferometer. As a result,
BS enables the sampling of bosons from a distribution that
would be challenging to simulate classically for large values
of N, offering a promising approach to tackling problems
previously considered intractable.

[0137] BS has been implemented on a diverse array of
hardware platforms, offering versatility and potential in
applications of chemical relevance. Notably, BS has been
applied to compute the vibronic spectra of triatomic mol-
ecules using 3D circuit Quantum Electrodynamics (cQED)
processors, and to simulate molecular docking on photonic
devices. In fact, the initial BS sampling setup utilized optical
photons. However, the eflicient generation and detection of
non-classical light states pose significant challenges. Here,
the use of microwave photons 1s explored within the cQED
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architecture, offering a promising alternative technology
with unique advantages for implementing BS.

[0138] The cQED architecture stands at the forefront of
quantum technology, featuring superconducting qubits
based on Josephson junctions that are strongly coupled to
the modes of superconducting microwave cavities. This
setup facilitates eflicient information exchange and enables
universal quantum control over quantum states. Moreover, it
supports quantum non-demolition (QND) measurements of
photon numbers within the microwave cavities of the super-
conducting circuits. The precision in photon counting
allorded by this architecture enhances the feasibility of
implementing BS as evidenced by previous studies.

[0139] Presented herein 1s an exploration of the possibility
of implementing BS simulations of molecular docking using
3D cQED processors. Molecular docking, a computational
technique for drug design, predicts the binding configuration
and most favorable interactions of a molecule and 1ts recep-
tor. This task 1s diflicult for classical computers due to the
need to perform an exhaustive search of possible molecular
configurations. BS, with 1its ability to sample from a distri-
bution defined by the permanent of the interaction matrix,
holds promise for signmificantly enhancing the etliciency of
molecular docking simulations, offering a novel approach to
overcoming the limitations of traditional computational
methods.

[0140] Gaussian boson sampling (GBS), a version of BS
based on multimode Gaussian states, 1s focused on herein.
The possibility of simulating GBS using 3D cQED proces-
sors employing a holographic approach 1s explored. This
method 1s mspired by the successtul utilization of GBS in
conjunction with 3D cQED processors for simulations of
molecules.

[0141] The methodology begins by approximating the
multimode state vectors as low-rank matrix product states
(MPS, also called tensor-trains), followed by the varnational
parametrization of quantum circuits to represent these
statevectors. The resulting circuits are executed holographi-
cally by re-purposing modes, with the term “holographic”
reflecting the dimension reduction benefit from the re-
purposing algorithm, i echo with holography that con-
structs 3D 1mage from 2D snapshots. This allows for hard-
ware efliciency, enabling simulations of a few tens of modes
with as few as 2-3 microwave modes 1n the cQED devices.
[0142] Numerical simulations reveal that these cQED cir-
cuits could accurately simulate multimode Gaussian states,
closely matching the benchmark Gaussian states of conven-
tional GBS applied to molecular docking problems. There-
fore, 1t 1s anticipated that these findings will pave the way for
experimental investigations of compact 3D cQED devices
into molecular docking and other subgraph isomorphism
problems, highlighting the potential for conducting realistic
simulations with numerous modes on modestly sized cQED
devices.

Methodology

Molecular Docking by Gaussian Boson Sampling

[0143] Ligand-receptor interactions (FIG. 3A) are estab-
lished by ligand and receptor pharmacophores, as described
in the section titled “Interaction graph” herein. The interac-
tion graph (FIG. 3B) describes the network of compatible
pairs of interactions where the vertices correspond to pairs
of interactions while the edges connect interactions that can
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be established simultaneously. The section titled “Maximum
clique subgraph” herein outlines how the interaction graph
1s mapped mto a GBS device to generate a multimode
(Gaussian state vector, with covariance parameterized by the
adjacency matrix of the interaction graph.

[0144] Simulations represent the state vector in MPS
format (FIGS. 4A and 3SA) allowing for a holographic
implementation (FIGS. 4B and 3B) using a ¢cQED device.
Sampling from that state vector distribution reveals sub-
graphs with maximum cliques (FIGS. 6 A-6B) correspond-
ing to subsets of interactions that can be established simul-
taneously (FIG. 6C). The section titled “Holographic
implementation” outlines experimental strategies for holo-
graphic implementations of GBS based on MPS networks
with one and two layers of two-mode beam-splitters, param-
cterized to approximate the full GBS network. The section
titled “Bosonic cQED hardware setup for holographic GBS™
describes cQED devices based on bosonic 3D cQED devices

for simulations of holographic MPS networks.

Interaction Graph

[0145] Molecular docking algorithms predict favorable
binding configurations of ligands (or drug-like molecules) as
determined by interactions established by pharmacophores
in the ligand with complementary pharmacophores in the
target macromolecule (receptor). Configurations are ranked
in terms ol docking scores that give a rough estimate of
relative binding atflimities based on molecular descriptors.
[0146] Recliable determination of docking scores for a
series of ligands and favorable binding configurations 1s
particularly valuable since 1t allows for rapid in silico
screening of a large number of compounds. That process can
quickly i1dentify promising lead compounds for subsequent
more accurate analysis and discard unsuitable ligands. In the
simplest approach, both the ligand and the receptor are
approximated as rigid bodies, although methods that account
for the inherent flexibility of the ligand and the receptor are
available. Favorable ligand orientations at the binding site
can be revealed by using the 1somorphous subgraph match-
ing method, as implemented 1n the DOCK 4.0, FLOG, and
SQ algorithms. In that formulation of the binding problem,
the ligand-receptor interactions are represented by the so-
called interaction graph G (V, E), an example of which 1s
shown 1 FIG. 3B. Here, the vertices, V, represent ligand-
receptor interactions established by pharmacophores, while
the edges, E, link pairs of interactions that can occur
concurrently since the drug pharamacophores involved 1n
these interactions are at the same distance apart as the
corresponding pharmacophores in the receptor.

[0147] The interaction graph G(V, E) 1s defined by 1its
MxM adjacency matrix A, where M>1 1s the total number of
possible ligand-receptor interactions, with A, =1 1t the inter-
actions 1 and j are compatible (1f both interactions can be
established simultaneously), and A, =0, otherwise. To model
the interaction strength between pharmacophores, every
vertex was weighed according to the type of pharmacoph-
ores 1 and j, biasing the strength of the intermolecular
interactions with a pre-parameterized potential. Having
defined the adjacency, the problem of docking 1s reduced to
the so-called maximum clique problem, which involves
finding the largest fully connected subgraph within the
graph, representing the largest set of compatible interactions
as determined by the types of pharmacophore interactions
and the inter-pharmacophore distances.
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Maximum Clique Subgraph

[0148] GBS addresses the maximum clique problem, as
shown below, through preparation of a multimode Gaussian
state vector whose covariance matrix 1s parameterized by the
adjacency matrix of the ligand-receptor interaction graph.
The state vector 1s generated from a vacuum state, using
single mode squeezing and a multimode linear interferom-
eter. For simplicity, it 1s assumed that the mode count
significantly exceeds the average photon number, resulting
in either a single photon or no photon detection (n,€ {0,1})
in each mode .

Multimode Gaussian of Bosonic Modes

[0149] A Gaussian state of a system with M bosonic
modes, designated as |, with creation and annihilation opera-
tors ﬁf and &, can be described by the density matrix

- @m) M|det(o) 2o T ) (1)

where &z(f&il, L 8,,4,",...,4,) is a 2M-component

vector of operators. According to Eq. (1), the Gaussian state
1s defined completely by 1ts first and second statistical
moments, d and G, respectively. The first moments

describe the mode displacements, while the second moments

9T %TF [ﬁ{(i - dj), (5; _dj)T}] G)

define the 2MXx2M covariance matrix ¢ 1n terms of the
antl-commutators

{(ér - df)= @; - djf} — (f: — f): (fi - ﬂfjf + (fj — dj)f(é - df) (4)

[0150] Measurements of the modes, when the system 1s
described by the Gaussian state vector defined by Eq. (1),
report whether a photon 1s detected or not 1n each mode, as
follows: fi=(n,, n,, . . ., n,,)’, where ne{0,1} with j=1, . .

, M. In the realm of molecular docking, each mode |
symbolizes a distinct interaction between a pharmacophore
of the drug and a pharmacophore of the receptor. Detecting
a photon 1n a particular mode suggests that the correspond-
ing interaction 1s established, whereas the absence of pho-
tons signifies a disruption of that interaction.

Probability Distribution

[0151] The probability distribution of outputs fi, obtained
by measuring the multimode Gaussian 1n the Fock basis, 1s
defined, as follows

Pr (@) = Ir [ph] (5)
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where ﬁ=®j=1Mﬁj 1s the tensor product of number state

operators ﬁjzlnj) (njl corresponding to the probability o
observing n, bosons 1n output mode j. The right-hand side of
Eq. (5) can be expanded by using the P-representation of
operators, as follows (see the section titled “P-representation
of the density operator’™):

(6)

) |
| @ In)o o | = [Py @0
7=1 | =1 177737

& j
where
2
o) = o
@ﬁﬂ”ﬂ{ﬂj‘ 1 nil 8" ;0% o /

Q(a), introduced by Eq. (6), 1s the Husimi function of the

Gaussian state, defined as follows (see the section titled
“P-representation of the density operator”):

}'T_M

yldet (o))

_ (8)
—EEFFIETQI ¥

Q@) = m M(a|pla) =

where 0=(0l,, . . ., O, 0%, ..., &%) and 6,=6+1,,,/2,
with I,,, being the 2MXx2M identity matrix. The Husimi
function obtained with Eq. (8), using the Gaussian density
matrix itroduced by Eq. (1), can be substituted into Eq. (6)
to obtain (see the section titled “Output Probabilities of an
M-mode Gaussian’™)

M 21 . ()
Pr(m 1_[ : ¢ E&TK&
Jldet (0ol =1 it 8% o0 o Y0
=
where
K= XZM(]ZM — [Tél) (10)
with

0 IM]

Xopyr = .
2M [IMO

Since n,€ {0,1}, the multivariate derivatives in Eq. (9) can be
easily evaluated by using the high-order chain rule given by
the Faa di Bruno’s formula (see the section titled “Faa di
Bruno’s formula’), as follows:

Pr(7) = Z ]_[ Ky (1

H’A\“dﬂt(ﬂ'g )l {l’j}

where N=n,+ . . . +n,, 1s the total number of modes where
a photon was detected according to ii, and fil=n,!n,!...n, !
Moreover, P,,~ is the set of partitions of the set {1, 2, . . .
, 2N } 1nto subsets of two 1ndices. The summation in Eq. (11)
1s exactly the Hafnian of the 2NX2N submatrix of K with
rows and columns corresponding to the modes where pho-
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tons were detected (1.e., modes j with n.=1). Defining the
submatrix of those modes as matrix K., the following 1s
obtained,

1 (12)
Pr@) = Haf (Kg)

7ilafldet (op)]

[0152] To encode graph problems 1nto Gaussian quantum
states, the matrix K 1s considered to be defined in terms of
the graph adjacency matrix A, as follows

K=clA4® A) (13)

where the circled plus sign denotes the construction of a
block-diagonal matrix from the component matrices. Fur-
thermore, 0<c<A,™' is a positive rescaling parameter, with
A,>0 the maximum eigenvalue of A. Note that for an
undirected graph without self-connection, A 1s a real sym-
metric matrix with all diagonal elements being 0. Since Tr
[A]=0 implies that the eigenvalues must be either all O or
containing both positive and negative numbers, and the only
real symmetric matrix that contains all zero eigenvalues 1s
the zero matrix, the largest eigenvalue of A must be positive
for a non-zero A. In particular, the scaling factor ensures that
K corresponds to a valid covariance matrix & as 1in Eq. (10),
resulting in a probability distribution Pr (n) that is bounded
between zero and one. In the section titled “Quantum
Circuit” herein it 1s shown that an M-mode (Gaussian state
with such a K can always be prepared by a programmed
optical network.

[0153] Substituting Eq. (13) into Eq. (12), the following i1s
obtained

N (14)
Pr(m) = Haf (A5 @ Ag)
7ilafldet (o7g )

CN

) nlldet (oo )

Haf (4s)*

providing the probability distribution of outputs n in terms
of the Hafnian of A, (with A the submatrix of A defined by
the 1ntersection of rows and columns of A corresponding to
the modes where photons were detected).

Binary Graphs

[0154] In the simplest formulation of a binary graph, A 1s
the MXM real and symmetric adjacency matrix with A € {0,
1}. A;=1 denotes that nodes 1 and ) share an edge, while
A,;=0 denotes that nodes 1 and ) are not connected. In the
context of binding interaction graphs that are of primary
interest, a node denotes a binding interaction between a pair
of pharmacophore points, and connection between two
nodes indicate the two binding interactions can be estab-
lished simultaneously, while no connection indicates that the
two binding 1nteractions cannot be concurrently established
because by establishing one interaction the other one 1s
disrupted. This binary approach can be generalized to
account for the strength of the connections, using instead a
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welghted binding interaction graph as described later 1n the
section “Weighted Graphs™ herein.

[0155] It 1s important to note that each term 1n the sum of
the Hafnian 1n Eq. (14) represents a perfect matching where
each node of the subgraph 1s connected to one (and only one)
other node. As a result, the Hafmian gives the count of
perfect matchings, and thus reveals the number of possible
ways the drug pharmacophores can concurrently establish
interactions with pharmacophores in the receptor. As per Eq.
(14), subgraphs with larger Hafnian are sampled with higher
probability.

[0156] Gaussian states are prepared with covariance G,
obtained by inverting Eq. (10), as follows

4w (15)
= (Lhyr — Xope KO T

with K defined according to Eq. (13). This 1s achieved by
using a quantum circuit that integrates single mode squeez-
ing gates and a multimode linear interferometer, as detailed
in the section titled “Quantum Circuit” herein. Sampling
from the state vector generated by that circuit enable the
effective 1dentification of the subgraphs with larger Hafnian
within the interaction graph, revealing the capability of the
drug to establish concurrent interactions with the receptor.

Weighted Graphs

[0157] Extending the method to accommodate weighted
graphs beyond binary adjacency matrices A (with A € {0,

1}) 1s straightforward. This uses a weighting vector 2,
where each element, €2, ,=c(1+w)), 1s defined by a weight w,
assigned to the i node. This design of weighting vector
ensures that subgraphs with a larger weight are favored
during sampling. In the context of molecular docking, these
welghts are obtained from a knowledge-based potential,
where a heavier weight w. corresponds to a stronger binding
interaction. For instance, if the i node corresponds to a
hydrogen bond donor-acceptor interaction, w, would be
larger than nodes representing weaker interactions (e.g.,
hydrophobic contacts). The weighting vector £2 1s written as
a diagonal matrix (diag (€2)—£€2) and applied on both sides
of A, to generate a weighted graph adjacency matrix, as
follows

45040 (16)

generates a photon distribution defined by both A and £2, as
follows

N , (14)
Pr (@) = [Haf (QsAsQs)]
7l yfldet (0 )|

N

: ZHQ”UJJ

_2?
N

- det (Q) Z ﬂ A5

CN

det (o) Haf (4)]°
ﬁ!\/ldet(ﬂg)l[e( s)Haf (4s)]
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(17)

where (). 1s the submatrix of £2 corresponding to the modes
registering photons (the modes that also define A ). Accord-
ing to Eq. (17), the resulting GBS with rescaled adjacency
matrices has higher probability of sampling cliques with a
large number of strongly interacting pharmacophores.

Quantum Circuit

[0158] Here, 1t 1s shown how to build a quantum circuit of
M modes that generates the desired multimode (Gaussian
state with covariance defined by Eq. (15) with K=c(ADA).
In particular, 1t 1s shown that such a state can be obtained by
passing a vacuum (Gaussian state through an optical network
composed of M single-mode squeezers and an M-mode
interferometer, both parameterized according to A. Firstly, it
1s shown how the single-mode squeezers and M-mode
interferometer transform the M-mode vacuum state by pre-
serving 1ts (Gaussian shape but changing its covariance.
Then, 1t 1s shown how the squeezers and interferometer are
parameterized according to A.

[0159] The single mode vacuum state 10} is the eigenstate
of 4 with eigenvalue O:

a0y (18)

I
i

Therefore,

@), . = Tr[j0)0]a] = 0 (19)
@y = Tr[10)0]a"| = 0
(ady,, . = Tr[|0)0|aa] =
(@a") =Tr[j0)0faa"| =1
(a'a) =Tr[loxofa"a] =0
(@'a") =T1r[oxofa’a’] =0

where the subscripts indicate that the expectation values ( -
) are evaluated with 5=I0) (0l. Substituting Eq. (19) into
Eq. (3), the covariance matrix of the single mode vacuum
state 1s obtained

1[1 O] (20)

Tyac = = o 1/

[0160] The single mode squeezing operation 1s defined, as
follows

$(r) = @ )2 (21)

where re R 1s real-valued and 1s referred to as the squeezing
parameter. The section ftitled “Covariance matrix of
squeezed and rotated state” (Eq. (116)) shows that in the
Heisenberg picture, the action of the squeezing operation
transforms the annihilation and creation operators, as fol-
lows
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4 = S aS() = cosh (ma + sinh (' (22)

@) = STat S = cosh (ma" +sinh (&

[0161] Substituting Eq. (22) into Eq. (3), i1t 1s found that
the single mode squeezed state 1s again (Gaussian with the
following covarniance matnx (Eq. (123))

2cosh (#)sinh (#) (23)
cosh? () + sinh* (#) |

() = l cosh? () + sinh? (#)
- 2| 2cosh ()sinh (#)

Generalizing to M>1 modes, the following 1s obtained

(24)

( S

@il cosh’ (r7) + sinh” () d.

Eail 2cosh (#;)sinh (#;)

o | —

Next, the effect of the M-mode interferometer on the
squeezed state covariance matrix 1s evaluated by starting
from the simplest 2-mode case and then obtaining the
M-mode case.

[0162] The smallest interferometer 1s the 2-mode beam-
splitter. It transforms a two-mode state according to the
following operator

(25)

M

2(6) = Eﬂ(&faz—al a{)?

where 0¢€ [0,2] 1s a given angle. In the Heisenberg picture,
B(0) transforms the annihilation operators, as follows

a1 =B (@)Ta,B(0) =cos () +sin(6) (26)

iy = B () 2B (0) = cos (0) 42 — sin (0) &y .

Hence, for k=1, 2 the following 1s obtained

N 2 , (27)
tl; = Z =1 Ukjﬂk

where

i [ cos(® sin(®
U=U()= —sin (8) cos (§)

1s a unitary transformation. Additionally, when a phase-
shifter 1s placed after the beam-splitter such that

P

511 = 8@1 4]
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for 0, [0,27], the resulting unitary transformation becomes

cos (6) €%1  sin (§) €1

U=U(®, ¢1) = —sin(®  cos (§)

Note that any 2X2 unitary matrix U can be implemented like
this using a beam-splitter and a phase-shifter with a suitable
choice of values for 0 and ¢,. The generalization to M modes
1s straightforward and involves an M-mode interferometer,
as follows:

M (28)

where U 1s now an MXM unitary matrix. Substituting Eq.
(28) into Eq. (3), 1t 1s found that the M-mode interferometer
U transforms an arbitrary covariance matrix &, as follows

(Eq. (123))

U OINIU* (}r (29)
ar

[T:-"m‘:[O [ 0 U

Therefore, the outgoing Gaussian state obtained by rotating
an M-mode squeezed vacuum state 1s described by the
following covariance matrix

U D]“T [U* or (30)
0 U:k S 0 U

T oyt = [

[0163] With the general covariance matrix defined, an
explanation 1s now provided on how the parameters of the
squeezers and interferometer are obtained to ensure that gout
corresponds to Eq. (15), with kernel K defined by Eq. (13)
[0164] According to Takagi’s matrix factorization, the
symmetric matrix A can be decomposed, as follows

1 a (31)
_ T_ 2 N
A_UE U _U(Cfl tanh(rj))U

where X 1s the diagonal matrix of singular values of A, and
0<c<A,~!is a rescaling parameter, with A,>0 the maximum
eigenvalue of A. The rescaling ensures that every singular
value can be represented as tanh(r;)/c (note that Itanh(r)I<1
for all re R ). The unitary matrix U 1s used to parameterize
the M-mode interferometer. The resulting covariance
defined by Eq. (30) 1s consistent with the kernel K, intro-
duced by Eq. (13), as shown 1n the section titled “Kernel
matrix for the N-mode rotated state” where Eq. (13) 1s
obtained by substituting Eq. (30) into Eq. (10).

[0165] The section fitled “Holographic implementation”
introduces an efficient implementation of the multimode
(Gaussian, with hardware efficiency, by first squeezing each
mode and then implementing U in MPS format by using an
M-mode passive interferometer. Measurement of the modes
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generates a probability distribution of photon outcomes as
defined by Eq. (17). It 1s noted that the theoretical analyses
in this subsection neglects errors in the squeezed states,
which could potentially hinder the performance of the
quantum device.

Holographic Implementation

[0166] FIGS. 4A-4B and 5A-5B 1llustrate the implemen-

tation of circuits corresponding to the state of a system of 4
modes, such as a multimode Gaussian state, in MPS format.
Note that each beam-splitter (BS) couples two adjacent
bosonic modes.

MPS Circuits

[0167] FIG. 4A shows the MPS circuit with one layer of
beam-splitters, inspired by a circuit previously proposed for
moderately entangled quantum states. FIG. 1B shows a
compact 3D cQED device that could implement the circuit
with hardware efficiency using the so-called holographic
quantum computing approach shown in FIG. 4B. Note that
the circuits shown in FIGS. 4A and 4B are equivalent. The
only difference 1s that the circuit in (b) re-purposes the
modes after measurement. Mode 1(qg,) 1s measured after
squeezing and coupling with mode 2 by implementing the
gates S, S,, and BS,,. After that measurement, mode 1 can
be repurposed for representing mode 3(q;) by first squeezing
with S; and coupling it with mode 2 according to BS,;.
Mode 2 1s measured and then re-purposed as mode 4. After
applying S,, BS,,, mode 3 and 4 are measured completing
the implementation of the circuit with 4 modes, using a
2-mode quantum device. Circuits with more modes could be
implemented analogously with the 2-mode device by itera-
tive squeezing, coupling and measuring modes. FIGS. 4A
and 4B also show that the gate cost of the holographic
algorithm 1s O(m) for an m-mode Gaussian state.

[0168] States with more entanglement can also be imple-
mented with hardware efficiency by employing a few more
modes. As an example, FIG. 5A shows a 4-mode circuit with
a higher level of entanglement established by a second layer
of beam-splitters. Here, the circuit was implemented by
employing a 3-mode device. FIG. 5B shows the holographic
implementation starting with gates S,, S,, S5, BS,,, BS,,,
BS,,", that could be implemented with the device illustrated
in FIG. 2. Mode 1 would be measured first and re-purposed
for representing mode 4. After this resetting, gates S, BS,,,
BS,;', BS;,' are implemented, and modes 2-4 are finally
measured. The resulting sampling 1s equivalent to that of the
conventional GBS experiment.

Parametrization

[0169] This section provides an explanation of how the
beamsplitters employed 1n the MPS circuits introduced 1n
the section ftitled “MPS Circuits”™ were parameterized,
including the quantum circuits shown in FIGS. 4A-4B and
5A-5B with one and two layers of beam-splitters. As dis-
cussed 1n the section titled “Results and Discussion,” the
resulting parametrization allows for efficient and accurate
GBS simulations based on arbitrary adjacency matrices.

[0170] First, the covariance matrix of the reference state
C,.r 1s obtained, as well as the single mode squeezing
parameters from the adjacency matrix A, as described 1n the
section titled “Quantum Circuit.” Next, the single-mode
squeezed states were prepared from vacuum states and fed
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into the MPS-based network with variational beam-splitting
and phase-shifting parameters (0=(0,, . . ., 0z), 0=(¢,, . . .
, 0z-)) Tor a network with a total of K beam-splitters. These
parameters are optimized by minimization of the Frobenius
distance d,,,, (0, $)=|0,,,,(0, $)-0, 4z using a standard con-
jugate gradient-descent optimizer, which has the computa-
tional complexity of O(dm™) for an m-mode covariance
matrix, with d 1s the number of iterations. The parameter set
0 5, 95, corresponding to the minimal distance 1s then used
as parameters for the quantum circuits.

Bosonic cQED Hardware Setup for Holographic GBS

[0171] The experimental requirements for implementing
the holographic GBS 1include a high coherence multi-mode
cavity system (with at least 2 storage modes), pair-wise
beam-splitter operations with programmable phases and
splitting ratios, and etlicient readout, reset, and squeezing of
individual cavity states. For example, the two-mode device
used to demonstrate bosonic two-qubit gates, as shown in
FIG. 1B, can already be used to implement GBS of arbi-
trarily number of modes 1n principle, using the circuits
shown 1n FIG. 4B. More recent demonstration of a quantum
router connecting 4 storage modes provides tools to 1mple-
ment the holographic GBS routine with added beam-splitter
layers such as those shown in FIG. 5B. In this section, the
techniques to physically implement the desired bosonic
operations are briefly reviewed, the limitations of existing
hardware are discussed, and a minimal construction of 3D

circuit QED device tailored for holographic GBS 1s 1ntro-
duced.

[0172] Simply speaking, the key figure of mert that char-
acterizes the performance of a device hardware for the
proposed GBS protocol 1s the ratio of cavity coherence times
and the operational cycle time. This ratio sets an upper
bound on the executable circuit depth or eflective number of
modes that can be computed. The current state of the art in
multimode cavity QED has led to quantum control of over
10 cavity modes with millisecond lifetimes. The coaxial stub
geometry, which 1s more widely adopted, consistently exhib-
its coherence times at the millisecond level. It also offers
spatial separation of the modes, facilitating individual con-
trol. In principle, seamless designs of superconducting cavi-
ties, leveraging low surface-to-volume ratio and materials
processing technologies borrowed from particle accelera-
tors, can achieve coherence times on the order of seconds.
This represents a significant potential for enhancing system
performance by several orders-of-magnitude.

[0173] Programmable two-mode beam-splitter and single-
mode squeezing gates can be achieved with either the
four-wave mixing or the three-wave mixing process using
external microwave pumps 1 3D circuit QED. In either
case, the external pump, applied under the appropriate
frequency matching condition, can activate a rotating-frame
Hamiltoman ot the torm aTbe™®+abTe~® for photon conver-
sion between a and b modes or aTe™®+4%e™® for squeezing
drives in mode a for the i”" beamsplitter. The phase of the
pump tone controls the beam-splitting phase 0, or the
squeezing phase ¢,, while the amplitude and length of the
external pump controls the splitting ratio or squeezing ratio.
The four-wave mixing process 1s ubiquitously available 1n
standard circuit QED hardware systems today, requiring
only a fixed-frequency transmon ancilla, which generally
allows for gates on the order of several us. Much faster gates
on 100 ns scale or shorter can be implemented with para-
metric charge or flux drives using novel Josephson ancilla
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circuitry that supports three-wave mixing processes. These
ancillae including, for example, SNAIL (Superconducting
Nonlinear Asymmetric Inductive eLement), RF SQUID, and
ATS have been under intensive development recently. Their
integration with high-coherence 3D systems has led to
record beam-splitter fidelity i the range of 99.9%-99.99%.
[0174] Measurement and reset of cavities can use trans-
mons ancillae and their low-Q readout resonators. A trans-
mon qubit dispersively coupled to both a storage cavity and
a readout resonator has been a well-developed tool to
analyze the storage photon number using Ramsey sequences
or selective transmon excitations. I the task 1s to distinguish
between 10) and 11) for the cavity, a Ramsey-like protocol
for photon-number parity measurement 1s preferable for 1ts
faster speed, which should allow cavity measurements
within 1 us for typical coupling parameters. Cavity-state
reset for arbitrary inmitial photon number can employ a
beamsplitter between the cavity and a linear low-Q mode
(such as the readout resonators 1 FIG. 1B. To achieve a
reasonable operation speed (us or less), however, a dedicated
parametric coupler capable of strong 3-wave mixing (e.g. a
SNAIL or other suitable parametric coupler) 1s preferred.
Assuming the expected number of cavity photons 1s low, an
alternative approach 1nvolves resetting specific number
states to vacuum through intermediary transmon states.
Specifically, 1t 1s possible to convert a single-photon exci-
tation in the storage cavity into double excitations in the
transmon using a four-wave mixing drive. Subsequently,
resetting the transmon should allow the resetting of the
cavity |1} state within 1 ps.

[0175] In constructing a full device capable of the pro-
posed holographic GBS, a key consideration 1s the ability to
measure and reset one cavity mode without affecting the
other cavity modes. Therefore, a transmon ancilla with
simultaneous dispersive coupling to multiple storage modes
for their readout, 1s undesirable. Instead of designing spa-
tially separated of storage cavity modes with independent
transmon ancillas, a hardware-eflicient setup 1s proposed
that satisfies all the requirements as in FIG. 2. The storage
cavity module containing multiple modes 1s coupled to a
3-wave mixing coupler (e.g. SNAIL) operated under the
condition to minimize the 4th order nonlinearity of the
storage modes (self-Kerr and cross Kerr). The 3-wave
coupler 1s further coupled to another high-Q transfer cavity
with a transmon ancilla. The 3-wave coupler allows fast
beam-splitter operations between storage modes as well as
swapping between any storage mode and the transfer cavity
(typically prepared in vacuum) for readout and 1nitialization.
The number of photons 1n the transfer cavity can be analyzed
by leveraging the dispersive interaction with the transmon.
Additionally, the reset of the transier cavity can be carried
out using transmon-mediated sideband drives, which are
conditioned on the cavity states. Utilizing the transier cavity
not only protects the storage modes from spurious fourth-
order nonlinearities but also protects the low-Q components
of the circuits, which provide fast measurement and reset
speeds.

Results and Discussion

[0176] Demonstrated herein are the capabilities of the
MPS-based holographic approach as applied to GBS {for
solving the problem of molecular docking (see the section
titled “Molecular docking mapped as a graph search prob-
lem”). Next, the scalability of the approach as applied to
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random adjacency matrices 1s analyzed (see the section titled
“Scalability analysis with random graphs™).

Molecular Docking Mapped as a Graph Search Problem

[0177] In this section, the MPS-based holographic
approach 1s applied to solve the molecular docking problem
which involves finding the optimal binding mode of a small
drug molecule bound to a target biological receptor. Spe-
cifically, the benchmark model system of a thiol-containing
aryl sulfonamide compound (AS) bound to the tumor necro-
s1s factor-o converting enzyme (TACE), shown 1n FIG. 3A,
that allows for direct comparisons of the MPS-based GBS
approach to full GBS simulations 1s focused on. Binding of
AS to TACE 1s determined by hydrogen-bonds and hydro-
phobic contacts established by 6 pharmacophores in the
TACE active site and 4 pharmacophores in the AS. There-
fore, there 1s a total of 24 possible pairs of interaction that
could be established upon AS binding.

[0178] The binding interaction graph 1s thus defined by a
24x24 adjacency matrix A where A =A;=1, 1if the two
binding interactions 1 and | are geometrically compatible,
and A;=0, otherwise. With this adjacency matrix, the GBS
routine 1s carried out as described in the section titled
“Molecular docking by Gaussian boson sampling,” and the
corresponding MPS-based holographic implementation 1s
carried out as described in the section titled “Holographic
implementation.” The results of the sampling are analyzed to
1identify the densest sampled subgraph.

[0179] FIGS. 6 A-6C show the result of GBS versus MPS-
network sampling. Dense subgraphs sampled by GBS are
converted to heaviest cliques representing the most probable
binding patterns, using an algorithm for post-processing
GBS data. The algorithm first shrinks the GBS sampled
subgraph 1nto smaller cliques by sequentially removing
vertices with small degree, until finding a clique. Then, the
found clique 1s locally expanded into a large clique accord-
ing to a local search algorithm that expand the clique by one
vertex that 1s fully connected with all vertices 1n the original
clique. As shown in FIG. 6A, the sampling routines suc-
cessfully 1dentify the heaviest clique (weight=3.99) with
high probability. Moreover, sampling results from the MPS
network agree closely with the GBS result, confirming the
accuracy of the proposed MPS-based holographic approach.
FIG. 6B plots the maximum clique as a subgraph in the
binding interaction graph, while FIG. 6C visualizes the
binding interactions that correspond to the maximum clique.

Scalability Analysis with Random Graphs

[0180] Here, the scalability and accuracy of the MPS-
based algorithm described 1n the section fitled “Holographic
implementation” 1s examined for a series of random graphs,
specified by randomly generated adjacency matrices A that
satisfly the conditions described at the beginning of the
section ftitled “Molecular docking by Gaussian boson sam-

pling.”

[0181] First, the capabilities of the variational approach is
examined to approximate the full optical network by com-
paring the covariance matrix at the output of the optimized

MPS-based holographic network to the reference covariance
matrix generated by the conventional GBS setup (Table 1).

[0182] The results displayed 1n Table 1 indicate that MPS-
circuits equipped with either one or two layers of beam-
splitters achieve high precision in approximating the GBS
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output states, showing that the covariance matrix error
remains below 5 percent, even for circuits comprising up to

50 modes.

TABLE 1

Performance of the MPS-based circuits parameterized by
the vanational covariance matrix optimization. The number of
modes for each test i1s denoted by M. The relative distance between
covariance matrices is defined as llg . — C,ef 1/ 15, .

(a) 1-layver MPS network (b) 2-lavers MPS network

M Distance Y| Distance

12 0.05 12 0.04

16 0.04 16 0.04

20 0.04 20 0.03

24 0.03 24 0.02

50 0.02 50 0.01
Conclusion

[0183] Presented herein are quantum circuits designed for
simulating multi-mode state vectors on 3D cQED proces-
sors, leveraging matrix product state representations. These
circuits have been showcased through simulations of
molecular docking, specifically focusing on the binding of a
thiol-containing aryl sulfonamide ligand to the tumor necro-
s1s factor-ot converting enzyme receptor, utilizing holo-
graphic Gaussian boson sampling. These findings reveal the
proposed MPS scheme based on cQED devices with only 2
or 3 modes 1s able to prepare multimode Gaussian states that
closely approximate those obtained by the conventional
GBS method even for systems with up to 50 modes. This
approach opens the door to a broad spectrum of GBS
applications that could be efficiently executed on compact
3D cQED processors using the holographic method.

Representations of the Gaussian State

[0184] The goal of this section 1s to first introduce the
eigenstates of the annihilation operator, the so-called coher-
ent states |} that fulfill the eigenvalue equation

Eilar} = arlar} (32)

where ae C 1s a given complex number. Based on the
coherent states, the so-called P-representation of density
operators that will be used to unfold GBS will be introduced.
It will be seen that a coherent state has a precise phase
defined by the complex amplitude o, although an indefinite
number of photons, like the state of coherent light 1n a laser
beam. In contrast, a Fock state 1s an eigenstate of the number
operator, corresponding to a fixed well-defined number of
photons although completely arbitrary (random) phase. In
the following, harmonic oscillator coherent states are
focused on, while noting that generalization to anharmonic
coherent states 1s readily available.

Overview of the Coherent States

[0185] The goal of this subsection 1s to provide an over-
view of properties of coherent states that are useful for
applications to the GBS.
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Displacement Operator

[0186] To begin, coherent states can be created, shown as
follows

D @)0) = |o) (33)

where 10) is the vacuum state defined as the ground state of
the harmonic oscillator, and D(o) 1s the displacement opera-

tor, defined as follows
D (@) = o2 2" (34)

P N _l 2
— of E"&HE 2|‘if|

[0187] The second row of Eq. (34) 1s obtained from the
first one by using the Hausdorff formula

B o B2 45].

with A=0a" and B=—a*4, which is valid if [A, [A, B]]=[B,
[A, B]]=0, as in this case. Note that [A, B]=—Iat/?[4, d]=lal?,
since [a", 4]=—1.

[0188] Eqgs. (32) and (33) will be obtained by showing
that, according to the Baker-Campbell-Hausdorff relation,
D(o"aD(o)=a+0. (part 1). Hence, with 410) =0, it can be
concluded that D(o)™+aD(o)10) =al0) , and aD()10) =aD
()10} (part 2). Consequently, by definition, D(o)l0) is
equal to la) : the eigenfunction of 4 with eigenvalue «.
[0189] Beginning with part 1: Firstly, 1t 1s shown that
D(o)~'=D(—a)=D(ax)":

1 o .
@) = o2l " tgmoi® (59

L1012 _eat

* - A,
=e 2" e % &% ¢ = D(-0q),

where the first equality follows from D(a)'D(o)=1. The
second row of Eq. (35) 1s obtained from the first one since

_aalT ats a2
e® ‘e = o 44 2 dmlal” (36)

[0190] The Baker-Campbell-Hausdorff relation

Ty o ~ Y ~ 1 Y Y -~ (37)
A —A
B =B+ |4, B|+=|A4, |4, B||+---
€ € [ ? ] 2[ d [ ? ]]
can be used with A=—oa"™+a*4, and B=4 to show that
D)abe =a+e, (38)

since [A, Bl=[—aa™+o*4a, 4]=0, and therefore [A, [A, B]]=0.
For part 2, the vacuum state 10} 1s applied to Eq. (38) and
obtain
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D' ab@) | 0) = o), (39)

since 4 |0} =0. Therefore, according to Eq. (32), it 1s con-
cluded that

D(@)|0) = |or), (40)

which 1ndeed 1s Eq. (33).

Series Expansion.

[0191] Substituting Eq. (34) into Eq. (40), the following 1s
obtained

1
@) = ¢ 2101 gt o

0 (41)

and by expanding the exponentials in Taylor series, the
following 1s obtained

1 ] 42
) = e_zmz EQHT|O> (42)

R Ry
= ¢ 20 ZJ(&T)HIO>
n=0

1

? — "
el Z >
— e 2 |n?

n=>0 “H!

where the third row is obtained by 4'In) =Vn+IIn+1). In
particular, the following eigenvalue equation alo) =ctlot) 1s
obtained since

(43)

1, .2 o
A _ —§|£r| 1>
dlay =e H_EI H \n|n -

o0 a,r:—l

1,2
— ¢ 21 |n—1>
;\/(n— 1)!

oo 7
_l|&|2 ¥ >

= e 2 |
n=0 5} (Hﬂ

[0192] Gaiven that the coherent state 1s an eigenstate of the
annihilation operator, 1ts complex conjugate 1s an eigenstate
of the creation operator

@)’ =@|a)) (44)

(@|a" =(a|a". (45)

Overlap.

[0193] Coherent states are not orthogonal since, according
to Eq. (42),
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12 103 o (B )" (46)
— 2|&| 2|ﬁ|
(Blay=e 1" ;H; m(mM)
_ E—%MFE—%WZ (ﬁ:!ﬂ’
n=0
_ 3l 3182 e
_ 3lB-al 35 a-pat)
Expectation Values.
[0194] The expectation value of position,
A 5 (47)
X = zmw (iI + HT)
follows from
A 5 . (48)
(| %) = <ar — (a+a’) {l’>
/ 5 . (49)
=\ 5 ((@lala) + (a|a’|@))
5 (50)
= Y (e | o) + o (o | @)
FH{)
5 (51)
= m ({l’ + {l’*)
24 (52)
=, / —— Re(a)
T
Likewise, the expectation value of the momentum,
(53)
p= iy "5 aa)
follows from
(54)
(| plery = <ar iy m;‘w (a-a") ar>
5 (55)
= —iy] >~ ((@lale) - {oa'|)
miw (56)
= —i — (ale | ) — o' (o | a))
mhiw (37)
= —i.| — (@—a")
2
= \2mhw Im(@) (58)

[0195] Therefore, according to Eq. (48) and Eq. (34), the
following 1s obtained

20
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(59)

Pa

_ MW 1
o=, + it; = ,’—q +
2h \/Qmﬁ{u

where

o = (i)

and

Po = (2| Pla)

Representation as Wavefunction.

[0196] The wavefunctions can be obtain by substituting
the eigenfunctions of the Harmonic oscillator,

(x|my=(2"n !)‘”2(%)mf‘-ﬁ»ﬂp(—-’ff2 [ 2)H (%)

(60)

into Eq. (42), where }”Z:\/ mw/%, with H the n th-Hermite
polynomial, giving

(61)

[0197] The vacuum state corresponding to n=0 photons 1s
described by the wavefunction { xI0) . According to Eq. (61),
( xI10) 1s also a coherent state with a=0 (1.e., the ground state
of a harmonic oscillator with mass m and frequency ®). It 1s
noted that the Hermite polynomials are given by the char-
acteristic function

e

> H, (j"“);

11=0

EH:—IE — (62)

as can be verified by the Taylor expansion at X. Therefore,

substituting the characteristic function into Eqg. (61), with
t=0/\/2, the following is obtained

(63)

o (jfz wy ng—{rgf2+f& Oy — ﬁi(&r + f&f))

[0198] Substituting o, and o, 1n terms of g, and p,, the
following 1s obtained
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: f 1 70 70 (64)
1/4 _ mo _ [moyl —ip —f?q,/——\/fx —
<x|@>:(@)’€(th th)e Nz 2y 2 V7
h
_ (%)”48—(%)@—@& )ZE%F&(I—EM)E%F&Q&
T

' 1
(Z )”4 o 30— ) 3 Pa(i—4a) 535 Pade
T

with

v = mw/h.

P-Representation of the Density Operator

[0199] The Glauber-Sudarshan P-representation of the
density operator, p (1.e., the P-function, P(a)), 1s a pseudo-
probability distribution defined, as follows

D= f Py {a|d a (65)

where d“oi=dRe (o) dIm (). As shown below,

(66)

|2
e * *
P(ﬂf) — > fe—& L+ EE(_H | ﬁ ‘ H}E?'“'Z dzu

T

To prove Eq. (66), (—u||5lu) 1s computed by using Eq. (65),

(—u|p|u = fP({l{)(—Hl{l{}({}f | uyda (67)

Substituting { olu) according to Eq. (46), the following is
obtained

2 |2+Ef$“d2 _ (65)

1 1
—uta —5lu* -3l o =

e

(—tlplusy = f Playe T3l

1l |2
o || fP({:H)E x| o ¥ H&dza:,

Introducing the variable substitution o=x+1y and u=x+1y’,
the following 1s obtained

'y 69
(—tux, Y\Plul’, ¥ el 7N = (62)

fp(af(‘x? y))e—xz —y? N Y= = N ) g, dy =

2 r ooyt
o i2yx —I—IZyxdxdy

f Pz, y)e
Introducing the function I(X, ¥) by

r)|2 (70)

]‘ 2y’ -2 % ! Il A f ! d ! !
I%, )= = f e T (—u(x!, OIPlux’, )Y dx’ dy
i

1 2_ .2 - N I -
 — —x“—y —12(y—9)x" +iy 2(x—X) 3.1 7./
= — (| Plalx, y)e fe dx dy dx dy
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-continued

1 . ~y FE e M o~
= f Pla(x, y))vza'_‘""fz_y2 f o T iy (I_I)dx”d)/"dx dy

- 2m)?

— f Plo(x, y))ve:'_IE -y o(y — P)o(x — Xdx dy

1t 1s concluded that

I(%, 9) = Pla, pe™ 7 (71)
which provides
E’Iz—i_yz W LT ANY (72)
P(a(x, ») = — f e VT X —u(x, yOPlux’, )y Y dx' dy
T
€|&|2 * 3+ 2
P({}f) — 5 fe—-ﬂf W+ i &<_H|ﬁ'|ﬁ>€|“| dZH
Fid

Pure Coherent States.

[0200] For the pure state p=IB) { Bl, according to Eq. (46),
the following 1s obtained

_ 3B S Bty ~518-ul? L3 (B u-pu) (73)

(—u|plae)

2 2 * ok
_ o l? 182 B B

Therefore, substituting Eq. (73) into Eq. (72), the following
1s obtained

Jlal? (74)
Pla) = — fe_&:k“J““*&e_'“'ze_'ﬁ'Ze“ﬁ*_”:kﬁe'“'zdzu
T
al? -~
— € EZ E—&*u+u*&€uﬁ*—u$ﬁd2u
T
R
_c € Su=pr it @-p 12
2

and considering that u=x+1y', the following 1s obtained

Jlal? 1812 J, J, (75)
P({l’) — feflx Im (a¢—p£)—i2y" Re (&—,B)dxfdyf
J‘TZ
2l* 1517
_¢ € o Im @=B—5/"Re (@) o g
(27’

_ olet o187 o(Im (o — B))6(Re (& — B))
=& (- )

[0201] Hence, for a pure coherent state, P(0) coincides
with the classical density of states. In particular, this shows
that coherent states are classical-like quantum states.

Pure Number States.

[0202] The P-representation of a pure number state, 5=In
}{nl, 1s obtained, as follows
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(—ulplu) = (—u | n)(n | u) (76)

H?‘I

1l
— e || _(_H$)?‘I
7!

where { nlu) has been substituted in the second row, accord-
ing to Eq. (42), as follows

1" (77)

!

L2
(n|u)y = e 2l

Therefore, substituting Eq. (76) into Eq. (72), the following
1s obtained

2] (78)
€ —a™ utut o » |1,r|2 2
Pla)y=—|e (—u|p|uye™ d u
yis
2
x| _ * 3y 71
_ < 2 fe—a*mu*ae—mﬁ( Wi ) €|u|2d2H
T n!
et
== Zfe_& WY d P u
n!
2
e 0" —a utut o g2
= i # ¥ € e d U
1! HZ 0" ad’ a
which can also be written as
€|¢|2 52 (79)

5

Ha) = n! 0"ad" o

[0203] Analogously, for an M-mode Gaussian state, the
following 1s obtained

Mo JeP g . (80)
P Q) = 04
@ﬁﬂ”;)(ﬂﬂ( ) g njl 0" ;0" ; /

It 1s noted that this 1s the so-called tempered distribution
function, which operates only as the argument of an integral,
as follows

2n

- %, 202 (81)
f(w)ﬁ”wﬁ”w* =

3”7 F(@)

da” 9" o

a=0, a* =0

Expectation Values for Operators.

[0204] In general, the P-representation of an operator
O(a", a), is analogous to the representation of the density
operator introduced by Eq. (65). It involves the P-function
Ps(0), which 1s defined, as follows

0= [Pyl (52)

22
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with expectation value given by

-y f P_(@)n | aXa | p|mdie
_ fP@({}r’)Zn({}f‘ﬁ) | n)(n | @)da
— f P (@) | p|ayd e

=7 f P@(Q)Q(a:)dzw

where Q(o0)=m""'{ olplo) 1s called the Husimi function. In
particular, for a pure state p=Iy) { yl, the Husimi function is

Q(o=n""I{ylat) I°. The derivation of the Husimi function
for a multimode Gaussian will be the subject of the follow-
ing subsection. For the particular case O=In}{nl, the fol-
lowing 1s obtained:

n 84
Tr|Op| =Tr[p|nyn||=n f Ppyn (@) Q(@)d ¢ (54
where Flnynl () is defined according to Eq. (79) as
Jalt g2 : (85)
Dol @ == g g 0 ¢
which yields
€|¢|2 52 (86)

Stad*a

1 [p| ) = [ Q@

n! "ad" o

Husimi Function of an M-Mode Gaussian State

[0205] The Husimi function of an M-mode Gaussian state
1S defined. as follows

o) =n e |p|a) (87)

where o=(0t,, . . ., O, 0%, ..., 0,,*)". The goal of this
subsection 1s to introduce the Wigner transform for the
evaluation of Eq. (87) for M=1. As a result of this, the
following expression will be obtained

-1
T o=l (88)
Q({l’) _ o aloy o
A\/ldet(ﬂ'g)l
where
Oo =0 + 12/2.
Wigner Transform.

[0206] For the derivation of Eq. (88), the Husimi function
for a single-mode pure Gaussian state 1s first given. The
elements of the density operator of a single-mode pure
(Gaussian state are given by
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(x| p X'y = e[| x) (89)

_ (Z)UZE L{(xddy P+ —dy )2 £l ()
T

where d =(X), d,=(p). and y=(( (83—d )’} )"'/2. These ele-
ments can be Wigner transformed, as follows

Y (90)

pw(x, p) = 2k eW(x— 5|p|x+ 2>dy
= (2nh)” f 12,;:; %( I_ - ( Z dx) )+%(F—dp)}’ dy
=yt et f (z)uge Dresledpl g,

T

= (nhy Lo re—dx)’ +H{p—dp)* /(W 7)

[0207] For a glven posﬂwe constant 'Y;;PO let z=(

Yo (x=d).(p—d }(p—d )/(Fin[75))7, and

_ Yol Y 0 ] (91)
[T_[ 0  v/Ye

Then, the following can be obtained

_1 Fa—1z (92)

o nhafldet (@)

whete

1 =201

Expectation Values.

[0208] Expectation values can be calculated in terms of
the Wigner transform, as follows

(O = Tr f) ] (93)

f(xlpﬁ"} dx dx’

J=3

DOlx g><x+—‘0‘x——>dxdy

where
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Theretfore,
(94)
» Vial. Y Y0al Y
<O>—f{x—§ﬁﬁ2>ﬂ > |OF ~ 2>5(y yHdy' dx dy
L y yy L Vsl Y\ _iy
—  — A il ?lipy - o hHP !
2Hﬁff<x 2px+2>e f<.:t:+ 5 O|x 2> dy dy dx dp
Y0al Y\ iy
:fpw(x,p)f<x+50x—5>e n dy dx dp
y! =~ y! py
:fpw(.x,p) <x+50x 5>eﬁ dy dx dp
— pr(I: p)OW(X: p)dx dp
where
Ow(x, ;:))=‘[<.:Jf—%Ef?;‘:—:V?>E:'E‘Wr dy’.

In particular, the expectation value ((IISI()L) 1s given by

05
(| play = f pwx, p)Wolx, p)dx dp o)

with |t} defined according to Eq. (63), and

(96)

!

¥ 4 y_>€%py; dy" — ge—m(x—qwz E—(p—pa)z/(m ?’12)

Waolx, p)= f<.x— %‘&’X&’

with v,=mw/f.,q,=( alXla), and p, ={ alplat), correspond-
ing to the value Oﬁ—\/"{ 12q.,+2y.)""“h"'p,,, according to

Eq. (59). Analogously, B—\/'Y&/ZX i(2y, ) "“#'p is intro-
duced, from which 1t 1s concluded that

2B -’ = Yalx = ga)* + (p = pa)* [ (vah?) 97)

which shows that

W, p) = 27 2-0F 98)

Substituting Egs. (92) and (98) into Eq. (93), it 1s found:

Ll Ts-1 (99)
E 23’ r 5 2 2
(lpla) = e Pl dx dp =

mhaf|det (5)]

: f 1P B e 2 g
4/ |det ()]

[0209] For simplicity, consider the case where d_=d _=0.
Using that [B—atl*=(f—o) (f—o)=P " B—P o— (x'*"|3+(ﬂ(x_|f*
200" B+a o, the following is obtained
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~2%"Ta (100)
(a|pla) = € fe—%ﬁT(ﬁ'_IH)ﬁe%Tﬁdzﬁ
4| det (&)
_2a T
2¢7 @ LaaT(F=14ay 1 ag

) \”det (ﬂ'_l + 4)‘Idet ()]

QE—J(Z—E(&* +4y 1 Jor

\”det (6“1 + 4)“(1&‘[ ()|

Moreover, a short calculation shows that 2—-8 (67 '+4) =

(c+L,/2Y', as  well as \/ [det(0™'+4)|/det(5)=2
\/ /det(I,/2+G)1. Therefore, it is finally concluded that

o o+ la (101)

Q@) =n{play =n"

Jldet (0 + 12 /2)

which, when generalized to an M-mode Gaussian, gives Eq.

(83).

Output Probabilities of an M-Mode Gaussian

[0210] In this section, the output probabaility distribution i1s
obtained

M (102)
Pr(m)=1r [ﬁ @1 |”j><”j|]
=

for an M-mode 1nput Gaussian, corresponding to occupation

it

numbers of output modes i as described by the tensor

roduct of number state operators 1=._,*f., where fi.=In.
L J=1 =7 J 7

) (njl measures the probability of observing n; photons 1n
output mode j.

[0211] Substituting Eq. (88) and Eq. (83) into Eq. (84), the
following 1s obtained
e M 2 ; (103)
Pr (@) = f : g‘iﬂ‘“gl‘-‘”&“ﬁ : — ’ j - 8 ;
Jldet (ap)l i o a0
and integration by parts yields
M 2n ; . (104)
Pr () = —— HL " Ol
JIdet ()l o it 0 @07 @ =0
It 1s noted that
0 Iy (105)

o Ly —0g Jor = arT[ ](&M -0 o

Iy O

since is defined as a=(0t;, . .., Oy, O %, ..., o). Hence,

Pr(7) = — 3% R
Jidet@o)l 1int 8 e;0" @
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-continued
where
0 7 B 107
K:[fM g](ng—G'Ql) ( )

was used as previously defined. In particular, for the specific
case of measuring n.€{0,1} photons at each output mode,

with Nszlenj, the following 1s obtained

(108)

1 82N LK&
Pr (ﬁ) — A7 . , E-EET =
Videt@ol [ 7 8" 08" o »
| 52N LTK&
M Fl H * €
yldet(ap)| l szl 9" ;0" ar;

&jZD

where 1n the second row the indices 1=1, . . . , N correspond

to the output modes with n=1. To evaluate Eq. (108), Faa di
Bruno’s formula in the section titled “Faa di Bruno’s for-
mula,” showing that it can be evaluated, as follows

| QN-D!! N | (109)
Pr(m) = Ky r-vp 0 = Haf (Ky)
JIdet(@p)l ;‘ E AT \Idet(op)]

where p.€ S, (symmetric group of 2N elements) define the
indices of measured photons (bright modes) corresponding
to perfect matching j (of which there exist (2N)!/(2"N!)=
(2ZN—-1)!1), and K 1s the submatrix of K corresponding to the
indices of measured photons.

[0212] It is observed that Pr (n) is directly proportional to
the number of perfect matchings associated with the
observed modes with indices n when A 1s the adjacency
matrix of the complete graph of modes, K=A%*=c(ABA),
and K. the submatrix of K corresponding to the observed
modes. Therefore, the number of perfect matchings can be
obtained by sampling from a Gaussian distribution with
covariance G,=0+1,,,/2.

Faa di1 Bruno’s Formula

[0213] Equation (106) can be evaluated using Faa di
Bruno’s formula

P 5 (110)
_ (1))
oA Zp f @)BQ p
k& [cB
y=yX1, X2, ..o, Xg)
where P_ 1s the set of partitions of n indices {1, 2, ..., n},

while ITtl 1s the number of blocks of partition T, and |BI 1s
the number of elements in block B.
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[0214] A simple example with n=3 illustrates Eq. (110) as
applied to computing

a3

8.9{16.3{263:3

S,

with y=y(X,, X,, X;). The set P, of possible partitions of
indices {1,2,3} includes one partition T; with one block
T,=111.2,3}}(I7,1=1, one block of size three); three parti-
tions with two blocks, including ,={{1.2}, {3}}, Ts={1{1,
3F, 12}t m={{2.3}, {1}} (Im,5,41=2); and finally one
partition with three blocks m.={{1}, {2}, {3}}(ImI=3).
Hence, IP;1=5 and the following 1s obtained

& & y (111}

0x10x:0x3 f» =7 (y)@xlc?xz@xg "
; &y dy 3y Oy &y Oy
. ST + + +
ﬁxlﬁxz cﬂxg 6.?:1(?.3:3 6.x2 6.,1:251:3 ﬁ.xl
m, Oy 0y Oy
f (y)a.l’l (9.1’2 (9,?':3

[0215] Analogously, to evaluate Eq. (108), n=2N,

and f(y)=e” are used. Note that in this case ™" (y)=1{(y) for
all partitions. It 1s important to note that the function

1

T
— K
20;&’

1s quadratic in o, so an derivatives of third order or higher
vanish. Furthermore, the argument of Eq. (108) 1s evaluated
at o(,=0, so all first order derivatives also vanish. This leaves
only the partitions for which IBI=2 for all blocks, which
implies ITI=N (1.e., perfect matchings, the partitions of 2N
indices into N blocks of pairs can be interpreted as permu-
tations of the 2N photon indices). Therefore, the following
1s obtained

: N LaTko (112)

8 oV e L.Tw, 8% y
— =2
6,1:1 @xn f(y) * ) Z 1_[ é}x;

N
HH iLeqliled rePh Ben | |,

where PM <P, ,, denotes the subset of perfect matchings.
Using that the second-order derivatives of y can be
expressed 1n terms of the matrix elements of K, the follow-
ing 1s obtained

1 52N 1 (113)
Prn) = g2

Videt@oll [ |7 oey 00
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-continued
1 QN-1!! N

Z HKﬂj(Eﬁc—I),ﬂj(H)

- Jldet (U'Q)l =1 k=1
) 1
yldet (o)l

Haf (K)

[0216] A simple example, with N=2, shows how the
partitions that contribute to Eq. (112) can be interpreted as
permutations of the photon indices. Assume that M=4 and
N=2 photons are measured in the last two output modes 3
and 4, providing o={o;, O, 0%, 0,*}. The indices are
labeled as follows: {o;—1, o,—2, a;*—>3, a,*—>4}. The
perfect matchings are given by

HPMI — {{1: 2}: {3: 4}}
Tpps, = 1L, 3}, {2, 41

HPMS — {{1: 4}: {2: 3}}

It 1s therefore concluded that

113
1 " 1 Two (1)
Prmn) = v e2
yldet (0p) H; 0o 0] o
= II!r:
/ QN-D!! N

Z l lKﬂj(Zﬁc— 1),4 7(2k)
k=1

- Jldet@o)l 5

[0217] It 1s noted that the index combinations of the partial
derivatives 1n the first row can be mapped 1nto permutations
corresponding to perfect matchings. These permutations
(FIGS. 9A-9B) can be written 1n vector format as p,=(1,2,
3.4), u,=(1,3,2,4) and p,=(1,4,2,3), also denoted as ¢,=1d,
G,=(23), and 65=(243). Note, that the blocks are ordered
from left to right corresponding to their block indices from

lowest to highest and the numbers within a block are also 1n
increasing order, so p(2k—1)<p(2k+1) and p,(2k—1)<p,(2Kk).

Covariance Matrix of Squeezed and Rotated State

[0218] The goal of sections “Covariance matrix of
squeezed and rotated state” and “Kernel matrix for the
N-mode rotated state” 1s to prove Eq. (13), which establishes
a relationship between the covariance matrix of the M-mode
squeezed and rotated state, ¢, and the graph adjacency
matrix A. Here, the expression of ¢ expressed according to
the squeezing parameters and the M-mode rotation matrix U
that defines the linear interferometer are given. Then 1n
“Kernel matrix for the N-mode rotated state” it 1s shown
how A®?=cA@cA is identified as the so-called kernel matrix

K, which one-to-one correspond to the covariance matrix G.
[0219] Recall the definition of the squeezing operation

§(r) = @@ )2 (115)
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where the real-valued r 1s referred to as the squeezing
parameter. It 1s aimed to show that the action of the
squeezing operator on the creation and annihilation opera-
tors are equivalent to the following linear Bogoliubov trans-

formation
a [CDSh () sinh (r)] a | a’ (116)
| | sinh () cosh(m || a7 | [(;;";;,")JF ]

To proof this relationship, the following 1s derived

ST aS@) = cosh (#)a + sinh (ma’ (L17)

The following i1s set

4d=(r@*-@)/2 (118)

so that S(r)T=e™. Then, using the Baker-Campbell-Hausdorft

formula, the following 1s obtained

E(r)*fﬁ(r) = ele

where each term contains k commutators. Noting that

A | . ) . (120)
[A, ::;,f] = E[F‘(H)Z — r(a*)z, ::;,f] = ri’
|4, a"| = ra
then
. ) 4 if k is even (121)
A (4, 4. =
| 4.4]-] {#a* if & is odd
Then the following 1s obtained
© 2% 00 2k+1 (122)

S asS() = az

At A
_|_
Y Z(2k+1)!
k=0 k=0

It 1s now shown that the covariance matrix of single mode
squeezed state 1s

2cosh (#)sinh () (123)
cosh? () + sinh?® (#)

o () = l cosh? () + sinh? (#)
2| 2cosh (#)sinh ()

[0220] For the first element of the squeezed state covari-
ance matrix G,,, the definition of the covariance matrix in
Eq. (3) 1s substituted 1n

(124)

o @y

i
[a—
|

] = ]

(@' @)+ @)'a'
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-continued

{(cosh (»)* +sinh ()?)(aa" +a"a) + 2sinh (r)cosh (r){aa + a'a"))

(cosh (r)* + sinh () ){aa" + a"a) + sinh (rcosh (r){(aa + a'a" )}

PRl — R~ B~

(msh (#)* + sinh (r)z)

where the last equality uses (ﬁﬁﬁﬁ*f&i) =] and ( 44 =( a4’

) =0 for the vacuum state. Note that all averages are taken for
the vacuum state density matrix since the creation and

annihilation operators are 1n the Heisenberg representation.
Similarly,

(125)

(CDSh () + sinh (r)&*)(msh ()it + sinh (r)éi*)}

(
= <c¢:rsh ()" (@&) + sinh ()* (&JFEIT) + 2sinh (r)cosh (» ){aT:! a’}>
sinh (#)cosh (#)

The derivation for the other two elements of G' are analo-
gous. Gathering all elements Eq. (123) 1s obtained.

[0221] Next, 1t 1s shown that applying an M-mode rota-
tion, specified by an MxM unitary rotation matrix U, on the

single-mode squeezed states specified by Eq. (123), results
in a state with the following covariance matrix

[U © Ut 07’ (126)
7=lo o]7m|o vl
where G, 18 the generalization of Eq. (123) to M modes,

as shown in Eq. (24). To prove this, a given 2Mx2M
covariance matrix ¢ i1s written in the following block form

B G (127)
b c|

where all four blocks are MxM matrices. It 1s now shown
that an M-mode rotation specified by the MXxM unitary
matrix U would rotate the covariance matrix to be

[T,._[U Olﬁ[U* Or”_ B G (128)
Lo Ut 0 U] | C"]

where B'=UBU", C'=U*CU’, G'=UGU’, D'=U*DU". As
derived 1n Eq. (28), the M-mode rotation linearly combines
all M original annihilation/creation operators to obtain the
rotated annihilation/creation operators, with the combina-
fion coelfficients specified by elements of

N M A (129)
d; = ijl Uy
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[0222] According to the definition of the covariance
matrix in Eq. (3), an element G, of the upper-lett block
B(1<1, j<M) of the rotated covariance matrix G', can be
expanded as

= ({1 /2 130

Uy U}m<a;am + ama;>

0 Ldim=1
Ef’” U UL
= (T :
f,mzl If fm mj

= (UBU™)

i

which proves B'=UBU". The same procedure is carried out
for C, G and D to prove Eq. (128). In particular, with
G=0 the following 1s obtained

sque®

U 0 v o1 (131)
G'g“;=lo U*]Uﬂ?“e[ 0 U] as 1n Eq. (30).

Kernel Matrix for the N-Mode Rotated State

[0223] The goal of this section 1s to prove Eq. (13). First,
it 1s shown that the squeezed state covariance matrix G'(r),
derived as 1in Eq. (123), corresponds to the kernel matrix

K(r) that has the following form

tanh () 0 (132)

A= 0 tanh (»)

where the kernel matrix K of a Gaussian state 1s defined
according to i1ts covariance matrix:

oo =0+ 1/2 (133)
K=X{I-0p)
v [0 1
i o

According to Egs. (123) and (133),

oo () =o' (n+I1)2 (134)

1 cosh? (#) + sinh® (#) + 1 2cosh (#) sinh (#)

2 [ 2cosh (#) sinh (#) cosh? (r) + sinh? () + 1 ]
cosh? () cosh () sinh (#)

[ cosh (#) sinh (#) cosh? ()

Taking the inverse of the matrix,

/ -1 1 cosh? (#) —cosh (#)sinh (#) ] (135)
(T @) =

cosh*(») — —cosh (#) sinh (») cosh” (#)

sinh?(#) cosh”(#)
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-continued
- 1 [ cosh? () —cosh (r) sinh (#)
~ cosh? ()L —cosh () sinh (#) cosh? ()

| —tanh (r)
[ —tanh (r) 1 ]

and substitution 1n the definition for K yields

con [0 1L 0 1 —tanh () (136)
"= 0]([0 ll_l—tanh(r) 1 D

_ [tanh (#) 0

- 0 tanh(r)]'

[0224] The results above are for 1-mode squeezed states.
Generalizing to M-single-mode squeezed states i1s trivial
since all modes are unentangled with each other. In that case,
the following 1s obtained

0 EBiltanh (7 (137)

_ @iltanh (/) 0

| _
Iy G-M —squeezed, O

and the M-mode squeezed state kernel matrix 1s

- Eajiltanh () 0 , (138)

K .
" 0 E)jiltanh ()

—sgueezed —

[0225] Now 1t 1s shown that the covariance matrix of the
N-mode squeezed state in Eq. (131) corresponds to the
following kernel matrix

K=c(A®A)=: 49* (139)

where the adjacency matrix A 1s decomposed according to
Takagi’s factorization as

A

140
U(lg tanh(rj)] Ul (1490
C j=1

where 1/c 1s a constant greater than the largest singular value
of A, ensuring that every scaled singular value can be
represented by the form of tanh (r;). Begin by setting

. U 0 (141)
Y [0 U*]

so that Eq. (131) becomes

o =Uo’ (¥ o (142)

[0226] The corresponding matrix 6 ,=6+I/2 can be written
as
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oo =0 +1/2 (143)

o' (WU + 010 12

U (o () +1/2) T

’ ~ T
ol (N U

h

Moreover, since U 1s unitary,

_ ~ 14T
o5 = Uy (n U (144

Therefore,

1 (145)

~ 1 ~F
[0y =1-Uopn™'U

Eﬁ”

@iltanh (/)
¥ tanh 0
I Eajﬂ anh (r;)
0 U $£1 tanh (;) Ul
U@, tanh () UT 0

5 o]
0 U’

Il
1

where the third equality 1s obtained according to Eq. (137).
The kernel matrix K=X,,,(I,,,~6,7") is then

[ 0 Iy ] 0 U$£1 tanh (r;) U] (146)
K = Y ;
Iyr O] d;2 tanh (7)) U 0
U* @l tanh (r) U' 0

- 0 U™, tanh (r) UT

=cA" P cA

=c(4& 4

= A@Z

since A 1S real.

Computer Implementation

[0227] An illustrative implementation of a computer sys-
tem 1000 that may be used in connection with any of the
embodiments of the technology described herein (e.g., such
as the method of FIG. 7 or FIG. 8) 1s shown 1in FIG. 10. The
computer system 1000 includes one or more processors
1010 and one or more articles of manufacture that comprise
non-transitory computer-readable storage media (e.g.,
memory 1020 and one or more non-volatile storage media
1030). The processor 1010 may control writing data to and
reading data from the memory 1020 and the non-volatile
storage device 1030 1n any suitable manner, as the aspects of
the technology described herein are not limited to any
particular techniques for writing or reading data. To perform
any of the functionality described herein, the processor 1010

23
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may execute one or more processor-executable instructions
stored 1n one or more non-transitory computer-readable
storage media (e.g., the memory 1020), which may serve as
non-transitory computer-readable storage media storing pro-

cessor-executable instructions for execution by the proces-
sor 1010.

[0228] Computing system 1000 may also include a net-
work input/output (I/O) interface 1040 via which the com-
puting device may communicate with other computing
devices (e.g., over a network), and may also include one or
more user I/O interfaces 1050, via which the computing
device may provide output to and receive input from a user.
The user 1I/O interfaces may include devices such as a
keyboard, a mouse, a microphone, a display device (e.g., a
monitor or touch screen), speakers, a camera, and/or various
other types of I/O devices.

[0229] The above-described embodiments can be 1mple-
mented 1n any of numerous ways. For example, the embodi-
ments may be implemented using hardware, software, or a
combination thereof. When implemented in software, the
software code can be executed on any suitable processor
(e.g., a microprocessor) or collection of processors, whether
provided 1n a single computing device or distributed among
multiple computing devices. It should be appreciated that
any component or collection of components that perform the
functions described above can be generically considered as
one or more controllers that control the above-discussed
functions. The one or more controllers can be implemented
1n numerous ways, such as with dedicated hardware, or with
general purpose hardware (e.g., one or more processors) that
1s programmed using microcode or software to perform the
functions recited above.

[0230] In this respect, 1t should be appreciated that one
implementation of the embodiments described herein com-

prises at least one computer-readable storage medium (e.g.,
RAM, ROM, EEPROM, flash memory or other memory

technology, CD-ROM, digital versatile disks (DVD) or other
optical disk storage, magnetic cassettes, magnetic tape,
magnetic disk storage or other magnetic storage devices, or
other tangible, non-transitory computer-readable storage
medium) encoded with a computer program (1.e., a plurality
of executable instructions) that, when executed on one or
more processors, performs the above-discussed functions of
one or more embodiments. The computer-readable medium
may be transportable such that the program stored thereon
can be loaded onto any computing device to implement
aspects of the techniques discussed herein. In addition, it
should be appreciated that the reference to a computer
program which, when executed, performs any of the above-
discussed functions, 1s not limited to an application program
running on a host computer. Rather, the terms computer
program and software are used herein 1n a generic sense to
reference any type of computer code (e.g., application
software, firmware, microcode, or any other form of com-
puter instruction) that can be employed to program one or
more processors to implement aspects of the techniques
discussed herein.

[0231] The foregoing description of implementations pro-
vides 1llustration and description but 1s not intended to be
exhaustive or to limit the implementations to the precise
form disclosed. Modifications and variations are possible 1n
light of the above teachings or may be acquired from
practice of the implementations. In other implementations
the methods depicted in these figures may include fewer
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operations, different operations, diflerently ordered opera-
tions, and/or additional operations. Further, non-dependent
blocks may be performed 1n parallel.

[0232] It will be apparent that example aspects, as
described above, may be implemented 1n many different
forms of soltware, firmware, and hardware in the imple-
mentations illustrated in the figures. Further, certain portions
of the implementations may be implemented as a “module”
that performs one or more functions. This module may
include hardware, such as a processor, an application-spe-
cific integrated circuit (ASIC), or a field-programmable gate
array (FPGA), or a combination of hardware and software.

[0233] Having thus described several aspects and embodi-
ments of the technology set forth in the disclosure, 1t 1s to be
appreciated that various alterations, modifications, and
improvements will readily occur to those skilled 1n the art.
Such alterations, modifications, and 1mprovements are
intended to be within the spirit and scope of the technology
described herein. For example, those of ordinary skill in the
art will readily envision a variety of other means and/or
structures for performing the function and/or obtaiming the
results and/or one or more of the advantages described
herein, and each of such variations and/or modifications 1s
deemed to be within the scope of the embodiments described
herein. Those skilled 1n the art will recognize or be able to
ascertain using no more than routine experimentation many
equivalents to the specific embodiments described herein. It
1s, therefore, to be understood that the foregoing embodi-
ments are presented by way of example only and that, within
the scope of the appended claims and equivalents thereto,
inventive embodiments may be practiced otherwise than as
specifically described. In addition, any combination of two
or more Ieatures, systems, articles, materials, kits, and/or
methods described herein, 11 such features, systems, articles,
materials, kits, and/or methods are not mutually 1nconsis-
tent, 1s 1ncluded within the scope of the present disclosure.

[0234] The above-described embodiments can be imple-
mented 1 any of numerous ways. One or more aspects and
embodiments of the present disclosure involving the pertor-
mance of processes or methods may utilize program 1nstruc-
tions executable by a device (e.g., a computer, a processor,
or other device) to perform, or control performance of, the
processes or methods. In this respect, various inventive
concepts may be embodied as a computer readable storage
medium (or multiple computer readable storage media)
(e.g., a computer memory, one or more tloppy discs, com-
pact discs, optical discs, magnetic tapes, flash memories,
circuit configurations in Field Programmable Gate Arrays or
other semiconductor devices, or other tangible computer
storage medium) encoded with one or more programs that,
when executed on one or more computers or other proces-
sors, perform methods that implement one or more of the
various embodiments described above. The computer read-
able medium or media can be transportable, such that the
program or programs stored therecon can be loaded onto one
or more different computers or other processors to 1mple-
ment various ones of the aspects described above. In some
embodiments, computer readable media may be non-transi-
tory media.

[0235] The terms “program” or “software” are used herein
in a generic sense to refer to any type ol computer code or
set ol computer-executable instructions that can be
employed to program a computer or other processor to
implement various aspects as described above. Additionally,
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it should be appreciated that according to one aspect, one or
more computer programs that when executed perform meth-
ods of the present disclosure need not reside on a single
computer or processor but may be distributed in a modular
fashion among a number of different computers or proces-
sors to implement various aspects of the present disclosure.

[0236] Computer-executable instructions may be 1n many
forms, such as program modules, executed by one or more
computers or other devices. Generally, program modules
include routines, programs, objects, components, data struc-
tures, etc. that perform particular tasks or implement par-
ticular abstract data types. Typically, the functionality of the
program modules may be combined or distributed as desired
in various embodiments.

[0237] Also, data structures may be stored in computer-
readable media in any suitable form. For simplicity of
illustration, data structures may be shown to have fields that
are related through location in the data structure. Such
relationships may likewise be achieved by assigning storage
for the fields with locations 1n a computer-readable medium
that convey relationship between the fields. However, any
suitable mechanism may be used to establish a relationship
between mformation 1n fields of a data structure, including
through the use of pointers, tags or other mechanisms that
establish relationship between data elements.

[0238] When implemented 1n software, the software code
can be executed on any suitable processor or collection of
processors, whether provided 1n a single computer or dis-
tributed among multiple computers.

[0239] Further, it should be appreciated that a computer
may be embodied 1 any of a number of forms, such as a
rack-mounted computer, a desktop computer, a laptop com-
puter, or a tablet computer, as non-limiting examples. Addi-
tionally, a computer may be embedded m a device not
generally regarded as a computer but with suitable process-
ing capabilities, including a Personal Digital Assistant
(PDA), a smartphone, a tablet, or any other suitable portable
or fixed electronic device.

[0240] Also, a computer may have one or more mput and
output devices. These devices can be used, among other
things, to present a user interface. Examples of output
devices that can be used to provide a user interface include
printers or display screens for visual presentation of output
and speakers or other sound generating devices for audible
presentation of output. Examples of input devices that can be
used for a user interface include keyboards, and pointing
devices, such as mice, touch pads, and digitizing tablets. As
another example, a computer may recerve mput information
through speech recognition or in other audible formats.

[0241] Such computers may be interconnected by one or
more networks 1n any suitable form, including a local area
network or a wide area network, such as an enterprise
network, and mtelligent network (IN) or the Internet. Such
networks may be based on any suitable technology and may
operate according to any suitable protocol and may include
wireless networks, wired networks or fiber optic networks.

[0242] Also, as described, some aspects may be embodied
as one or more methods. The acts performed as part of the
method may be ordered 1n any suitable way. Accordingly,
embodiments may be constructed in which acts are per-
formed in an order different than illustrated, which may
include performing some acts simultaneously, even though
shown as sequential acts 1n illustrative embodiments.
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EQUIVALENTS

[0243] Having thus described several aspects and embodi-
ments of the technology set forth 1n the disclosure, it 1s to be
appreciated that various alterations, modifications, and
improvements will readily occur to those skilled 1n the art.
Such alterations, modifications, and 1mprovements are
intended to be within the spirit and scope of the technology
described herein. For example, those of ordinary skill 1n the
art will readily envision a variety of other means and/or
structures for performing the function and/or obtaiming the
results and/or one or more of the advantages described
herein, and each of such variations and/or modifications 1s
deemed to be within the scope of the embodiments described
herein. Those skilled 1n the art will recognize or be able to
ascertain using no more than routine experimentation many
equivalents to the specific embodiments described herein. It
1s, therefore, to be understood that the foregoing embodi-
ments are presented by way of example only and that, within
the scope of the appended claims and equivalents thereto,
inventive embodiments may be practiced otherwise than as
specifically described. In addition, any combination of two
or more Ieatures, systems, articles, materials, kits, and/or
methods described herein, 11 such features, systems, articles,
materials, kits, and/or methods are not mutually 1nconsis-
tent, 1s 1ncluded within the scope of the present disclosure.
[0244] Also, as described, some aspects may be embodied
as one or more methods. The acts performed as part of the
method may be ordered in any suitable way. Accordingly,
embodiments may be constructed 1n which acts are per-
formed 1 an order different than illustrated, which may
include performing some acts simultaneously, even though
shown as sequential acts 1n illustrative embodiments.
[0245] All defimitions, as defined and used herein, should
be understood to control over dictionary definitions, defini-
tions 1n documents icorporated by reference, and/or ordi-
nary meanings of the defined terms.

[0246] The indefinite articles “a’” and *“‘an,” as used herein
in the specification and 1n the claims, unless clearly indi-
cated to the contrary, should be understood to mean “at least
one.”

[0247] The phrase “and/or,” as used herein 1n the speci-
fication and 1n the claims, should be understood to mean
“either or both” of the elements so conjoined, 1.¢., elements
that are conjunctively present 1 some cases and disjunc-
tively present 1n other cases. Multiple elements listed with
“and/or” should be construed 1n the same fashion, 1.e., “one
or more” of the elements so conjoined. Other elements may
optionally be present other than the elements specifically
identified by the “and/or” clause, whether related or unre-
lated to those elements specifically identified. Thus, as a
non-limiting example, a reference to “A and/or B,” when
used 1 conjunction with open-ended language such as
“comprising” can refer, i one embodiment, to A only
(optionally including elements other than B); in another
embodiment, to B only (optionally including elements other
than A); in yet another embodiment, to both A and B
(optionally including other elements); etc.

[0248] As used herein in the specification and in the
claims, the phrase “at least one,” 1n reference to a list of one
or more elements, should be understood to mean at least one
clement selected from any one or more of the elements in the
list of elements, but not necessarily including at least one of
cach and every element specifically listed within the list of
clements and not excluding any combinations of elements 1n
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the list of elements. This defimition also allows that elements
may optionally be present other than the elements specifi-
cally identified within the list of elements to which the
phrase “at least one” refers, whether related or unrelated to
those elements specifically 1dentified. Thus, as a non-limait-
ing example, “at least one of A and B (or, equivalently, “at
least one of A or B,” or, equivalently *“at least one of A and/or
B”’) can refer, in one embodiment, to at least one, optionally
including more than one, A, with no B present (and option-
ally including elements other than B); in another embodi-
ment, to at least one, optionally including more than one, B,
with no A present (and optionally including elements other
than A); 1n yet another embodiment, to at least one, option-
ally including more than one, A, and at least one, optionally
including more than one, B (and optionally including other
clements); efc.

[0249] In the claims, as well as 1n the specification above,
all transitional phrases such as “comprising,” “including,”
“carrying,” “having,” “containing,” “involving,” “holding,”
“composed of,” and the like are to be understood to be
open-ended, 1.e., to mean including but not limited to. Only
the transitional phrases “consisting of” and “consisting
essentially of” shall be closed or semi-closed transitional
phrases, respectively.

[0250] The terms “approximately,” “substantially,” and
“about” may be used to mean within £20% of a target value
in some embodiments, within £10% of a target value 1n
some embodiments, within £5% of a target value 1n some
embodiments, within £2% of a target value 1n some embodi-
ments, and/or within £1% of a target value 1n some embodi-
ments. The terms “approximately,” “substantially,” and
“about” may include the target value.

What 1s claimed 1s:

1. A method of identifying, using a compact quantum
computing system, binding configurations between a first
molecular structure and a second molecular structure, the
method comprising:

generating a binding interaction graph describing possible

binding 1interactions between portions of the first
molecular structure and portions of the second molecu-
lar structure, the binding interaction graph being
encoded as a graph adjacency matrix;

parameterizing a multimode Gaussian state vector using

the graph adjacency matrix;

determining binding interactions by sampling, using holo-

graphic computing implemented on the compact quan-
tum computing system, the multimode Gaussian state
vector; and

identitying, using the determined binding interactions,

cliques within the binding interaction graph, the cliques
corresponding to stable binding configurations between
the first and second molecular structures.

2. The method of claim 1, further comprising 1dentiiying
the first molecular structure as a candidate pharmaceutical
compound.

3. The method of claim 1, further comprising manufac-
turing the first molecular structure.

4. The method of claim 1, further comprising determining,
safety and/or eflicacy of the first molecular structure by
performing a clinical and/or nonclinical study using the first
molecular structure.

5. The method of claim 1, wherein generating the binding,
interaction graph comprises generating a binding interaction
graph describing possible binding interactions between por-
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tions of the first molecular structure and portions of the
second molecular structure, the second molecular structure
comprising a structure describing a biological receptor or a
portion of a biological receptor.

6. The method of claam 1, wherein using holographic
computing implemented on the compact quantum comput-
Ing system comprises:

applying a first squeezing operation to a vacuum state of

a first physical qubit to generate a first quantum state 1n
the first physical qubit;

applying a second squeezing operation to a vacuum state

ol a second physical qubit to generate a second quan-
tum state in the second physical qubit;

causing interference between the first quantum state and
the second quantum state by applying a beamsplitter
interaction between the first quantum state and the
second quantum state; and

after applying the beamsplitter interaction:

measuring the first quantum state stored in the first
physical qubit; and

initializing a third quantum state in the first physical
qubit by applying a third squeezing operation to a
vacuum state of the first physical qubit.

7. The method of claim 6, wherein identifying the binding
interactions comprises 1dentiiying a first binding interaction
by detecting a photon stored in the first physical qubit by
measuring the first quantum state.

8. The method of claim 6, wherein applying the first
squeezing operation comprises applying a squeezing opera-
tion having squeezing parameters determined using the
graph adjacency matrix.

9. The method of claim 6, wherein applying the first
squeezing operation to the first physical qubit comprises
applying an electromagnetic signal to a first ancilla qubait
coupled to the first physical qubit, the electromagnetic signal
being configured to cause three-wave or four-wave mixing,
between the first quantum state and a state of the first ancilla
qubit, wherein the electromagnetic signal has a frequency
approximately equal to twice a resonant frequency of the
first physical qubit, the first physical qubit comprising a first
cavity resonator.

10-11. (canceled)

12. The method of claim 9, wherein applying the beam-
splitter interaction comprises applying an electromagnetic
signal to a second ancilla qubit coupled between the first and
second physical qubits, the electromagnetic signal having a
frequency approximately equal to a difference between
resonant frequencies of the first and second physical qubits,
the first and second physical qubits comprising cavity reso-
nators.

13. (canceled)

14. The method of claim 12, wherein applying the beam-
splitter interaction comprises applying the electromagnetic
signal to the second ancilla qubit, the electromagnetic signal
configured to cause four-wave mixing between the first
quantum state and the second quantum state.

15. The method of claim 6, further comprising;:

applying a third squeezing operation to a vacuum state of
a third physical qubit to generate a fourth quantum
state; and

after applying a beamsplitter interaction between the first
quantum state and the second quantum state and before
measuring the first quantum state:
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first, applying a beamsplitter interaction between the
second quantum state and the fourth quantum state;
and

second, applying a beamsplitter interaction between the
first quantum state and the second quantum state.

16. A system, comprising:

a compact quantum computing system;

at least one computer hardware processor; and

at least one non-transitory computer readable medium

storing processor-executable instructions that, when
executed by the at least one computer hardware pro-
cessor, cause the at least one computer hardware pro-
cessor to perform a method of i1dentifying binding
coniligurations between a first molecular structure and a
second molecular structure, the method comprising:
generating a binding interaction graph describing pos-
sible binding interactions between portions of the
first molecular structure and portions of the second
molecular structure, the binding interaction graph
being encoded as a graph adjacency matrix;
parameterizing a multimode Gaussian state vector
using the graph adjacency matrix;
determining binding interactions by sampling, using
holographic computing implemented on the compact
quantum computing system, the multimode Gauss-
1an state vector; and
identifying, using the determined binding interactions,
cliques within the binding interaction graph, the
cliques corresponding to stable binding configura-
tions between the first and second molecular struc-
tures.

17. The system of claim 16, wherein the method further
comprises 1dentifying the first molecular structure as a
candidate pharmaceutical compound.

18. The system of claim 16, wheremn generating the
binding interaction graph comprises generating a binding
interaction graph describing possible binding interactions
between portions of the first molecular structure and por-
tions of the second molecular structure, the second molecu-
lar structure comprising a structure describing a biological
receptor or a portion of a biological receptor.

19. The system of claim 16, wherein using holographic
computing implemented on the compact quantum comput-
ing system comprises causing a controller to:

apply a first squeezing operation to a vacuum state of a

first physical qubit to generate a first quantum state 1n
the first physical qubit;

apply a second squeezing operation to a vacuum state of

a second physical qubit to generate a second quantum
state 1n the second physical qubit;

cause 1nterference between the first quantum state and the

second quantum state by applying a beamsplitter inter-
action between the first quantum state and the second
quantum state; and

alter applying the beamsplitter interaction:

measure the first quantum state stored in the first
physical qubit; and
initialize a third quantum state 1n the first physical qubait
by applying a third squeezing operation to a vacuum
state of the first physical qubit.
20. The system of claim 19, wherein identifying the

binding interactions comprises i1dentitying a first binding
interaction by detecting a photon stored in the first physical

qubit by measuring the first quantum state.
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21. The system of claim 19, wherein applying the first
squeezing operation comprises applying a squeezing opera-
tion having squeezing parameters determined using the
graph adjacency matrix.

22. The system of claim 19, wherein applying the first
squeezing operation to the first physical qubit comprises
applying an electromagnetic signal to a first ancilla qubait
coupled to the first physical qubit, the electromagnetic signal
being configured to cause three-wave or four-wave mixing,
between the first quantum state and a state of the first ancilla
qubit, wherein the electromagnetic signal has a frequency
approximately equal to twice a resonant frequency of the
first physical qubait, the first physical qubit comprising a first
cavity resonator.

23. (canceled)

24. The system of claim 19, wherein applying the beam-
splitter interaction further comprises:

determining a covariance matrix using the graph adja-

cency matrix; and

applying a beamsplitter interaction having beamsplitting

parameters based on the covariance matrix.

25. The system of claim 24, wherein applying the beam-
splitter interaction comprises applying an electromagnetic
signal to a second ancilla qubit coupled between the first and
second physical qubits, the electromagnetic signal having a
frequency approximately equal to a difference between
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resonant frequencies of the first and second physical qubits,
the first and second physical qubits comprising cavity reso-
nators.

26. The system of claim 25, wherein applying the beam-
splitter 1interaction comprises applying the electromagnetic
signal to a transmon qubat.

277. The system of claim 25, wherein applying the beam-

splitter 1interaction comprises applying the electromagnetic
signal to the second ancilla qubit, the electromagnetic signal

configured to cause four-wave mixing between the first
quantum state and the second quantum state.
28. The system of claim 19, the method further compris-
ing causing the controller to:
apply a third squeezing operation to a vacuum state of a
third physical qubit to generate a fourth quantum state;
and

alter applying the beamsplitter interaction between the
first quantum state and the second quantum state and
before measuring the first quantum state:

first, apply a beamsplitter interaction between the sec-
ond quantum state and the fourth quantum state; and

second, apply a beamsplitter interaction between the
first quantum state and the second quantum state.

29-42. (canceled)
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